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Abstract. The computation of template matrices is the bottleneck of simple
algorithms for perfect phylogeny haplotyping and for perfect phylogeny under
mutation and constrained recombination. The fastest algorithms known so far
compute them in O(nm?) time. In this paper, we describe an algorithm for com-
puting template matrices in O(nm?/log(n)) time. We also present and discuss a
conjecture that implies an O(nm + m?) time algorithm for computing them and,
as a consequence, O(nm + m?) time simple solutions to the perfect phylogeny
haplotyping problem and to the perfect phylogeny problem under mutation and
constrained recombination, as well as an O(n?) time solution to the boolean matrix
multiplication problem.
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1. Introduction

The problem of inferring haplotype phase from a population of genotypes
has received much attention recently, especially on the light of current large-
scale efforts to characterize populations in terms of haplotypes. There has
also been an increasing interest in the site consistency problem in perfect
phylogeny, motivated in part by the characterization of a particular form of
phylogenetic networks under mutation and constrained recombination that
admit a polynomial-time solution to this problem.

Perfect phylogeny haplotyping (PPH) is the problem of resolving a given
set of n diploid sequences into a set of 2n haploid sequences that form a
perfect phylogeny [6]. The input to the PPH problem is an n x m genotype
matriz M over the alphabet {0, 1,2}, where the ith row M7, %] describes
the genotype of species s;, each column M|, j| represents a polymorphic
locus, and each column j for which M][i,j] = 2 is a polymorphic site.
A solution to the PPH problem is a 2n x m haplotype matriz M’ over the
alphabet {0, 1} where each row M i, *] expands to two rows, say M'[i, %] and
M'[i, ], in such a way that: M'[i, j] = M'[i’, j'] = M|, j] for all j such that
MTi,j] € {0,1}; M'[i, j] # M'[¢/, §'] for all j such that M[i, j| = 2; and M’
admits a perfect phylogeny, which can be characterized for instance as the
existence of no pair of columns j1, jo such that the submatrix M'[x, {j1, j2}]
contains each one of the rows 00,01, 10, 11.

In a genotype matrix M, columns j,k are called companion columns
if there is a row %, called a companion row for columns j,k, such that
M]i,j] = M[i, k] = 2. Two companion columns j, k are said to be forced
in-phase if the expansion of the non-companion row in M'[*, {j1, j2}] con-
tains {00, 11} and forced out-of-phase if it contains {01,10}. The genotype
graph G = (J,E; U E,) for a genotype matrix M has one node for each
column in M, one edge in E; for each pair of companion columns of M
that are either forced in-phase or out-of-phase, and one edge in E,, for each
pair of companion columns of M that are not forced in-phase or out-of-
phase [3]. The obvious algorithm for computing the genotype graph for
a given genotype matrix takes O(nm?) time and, from it, it is very easy
either to compute a haplotype matrix or to decide that no such haplotype
matrix exists in time O(nm+m?). Although an O(nm+m?) solution to the
PPH problem has been obtained recently [5], the extreme simplicity of the
approach explained above motivates the search for a method to compute
the genotype graph in less than O(nm?) time.

Site consistency in perfect phylogeny (SCPP) is the problem of resolving
a given genomic matrix into another one that admits a perfect phylogeny,



by removing the least possible number of loci (columns). While the SCCP
problem is NP-hard in phylogenetic networks under mutation alone [4],
it becomes polynomial-time solvable in a particular form of phylogenetic
networks under mutation and constrained recombination, called galled-trees
[7]. The key ingredient in the solution is the conflict graph for the genomic
matrix M, which has one node for each column in M and one edge {j, k}
for each pair of columns j and k such that there is a row ¢ with M[i, 5] =0
and Mi,k] = 1, a row ¢ with M[i,j] = 1 and M[i',k] = 0, and a row
i with M[i",j] = M[i", k] = 1. The obvious algorithm for computing the
conflict graph for a given genomic matrix also takes O(nm?) time, and once
the conflict graph for a genomic matrix that can be derived in a galled-tree
is known, the site consistency problem can be solved in O(nm) time [1].

Both the genotype graph in the PPH problem and the conflict graph in
the SCPP problem can be obtained as combinations of template matrices.
The template matriz derived from a matrix M for the template ab is the
boolean matrix My, with My[j, k] = 1 if and only if there exists some row
i such that M[i,j] = a and MJi, k] = b. It can be proved that the forced
edges E; in the genotype graph for a given genotype matrix M are given
by Mg N (((Moo U Mo UMQQ) N (Mll UMo U M12)) U ((Mlﬂ @] Mgo) N
(Mo1 U Mg2))), and the non-forced edges E, are given by Moy \ Ef [3,
Lemma 2|. On the other hand, the edges in the conflict graph for a given
genomic matrix are clearly given by Mg N Mg N Mjyy.

The obvious algorithm to compute a template matrix from given matrix
M takes O(nm?) time, and thus any improvement in this cost would yield
an improvement in the algorithms for the PPH and the SCPP problems
described above. This paper presents two contributions to the problem of
the efficient computation of template matrices: an O(nm?/log(n)) time
algorithm, and a conjecture that would imply an O(nm + m?) algorithm.
This conjecture also implies a linear time algorithm for boolean matrix
multiplication. In the talk we shall provide detailed analytical and compu-
tational arguments supporting our conjecture, which we do not include in
this extended abstract because of the lack of space. Part of this work was
presented in a poster at the RECOMB 2006 conference [2].

2. Template Matrices

The notion of template matrix was introduced in [3].

Definition 1. Let M be an n X m matrix over an alphabet . The template
matriz derived from M for the template ab € X2 is the m x m boolean



matrix Mg, defined as follows: for all 1 < j,k < m, Mylj, k] = 1 if and
only if M[i,j] = a and M[i, k] = b for some 1 < i < n.

The obvious algorithm for computing a template matrix M,;, derived
from an n X m matrix M with no duplicate rows or columns, consists in
traversing each pair j, k of columns with 1 < 5,k < m and j # k, until
either finding a row 4 such that M[i, j| = a and M[i, k] = b, in which case
Mplj, k] = 1, or exhausting the columns, in which case Mgp[j, k] = 0. The
total exact cost of this procedure is given by the value T, (M) defined next.

Definition 2. Let M be an n x m matrix over an alphabet . For every
1 <4,k <m with j # k and for every a,b € X, let

T(j,k)(M) ~f min{i |1 <i<n,M[i,j] =a, M[i,k] =b} if it exists
ab ) n otherwise

The template number for M and ab is, then,

n
Ta(M)= > T3 (0),
1<5,k<m
£k
Unfortunately, Ty,(M) need no be linear in the size of M plus the size
of M, as the following two simple examples of families of binary m x m
matrices show:

e Let Id,, be the m x m diagonal matrix. Since there are no 1 <
i,7,k < m with j # k such that Id,,[s, j] = Id,,[i, k] = 1, we have
that T11(Id,,) = m(m — 1)m ¢ O(m?).

e Let Tr,, be the upper triangular m xm matrix defined by Tr,[i, j] = 1
if i +j < m and Tryli,j] = 0 otherwise. There are ('y) pairs of
columns (7, k) such that there does not exist any 1 < ¢ < m with
Trp,[4, j] = 1 and Trp,[i, k] = 0: namely, those with 7 > k. Each such
pair contributes m to T1o(Try, ), which shows that Tyo(Tr,,) > (’;) -m

and hence this value does not belong to O(m?).

3. Efficient Computation of Template Matrices

A more efficient computation of template matrices can be done by com-
pressing the columns of the input matrix. Given an n X m matrix M
over an alphabet X, for any a,b € X, the set Py, of pairs (j, k) for which



there exists a row i such that M[i,j] = a and M|[i, k] = b, can be enu-
merated in O(nm?/log(n)) time, as described below. Since M[j, k] = 1
if (j,k) € Py and Mgy, k] = 0 otherwise, this computes this template
matrix in O(nm?/log(n)) time.

The algorithm for the case a # b is the following;:

1. Replace every a in M by 0, every b by 1, and every other entry by 2;
let M, be the matrix obtained in this way.

2. Set L = [(logzn)/2]. Define a compressed matriz M, of size [n/L] x

m by
L-1

MGli, ) = 3 Map[iL + £, ) .
/=0

3. Define a matrix R of size 3 x 3% as follows. Let p and ¢ be any
two integers between 0 and 3% — 1. Let also I, and I; be the 3-ary
representations of p and ¢, respectively, consisting of L digits from
{0,1,2}. Then, do the following;:

bo := 0;

bl = O;

if there is any digit such that L,[i] = 0 and 1,[i] = 1 then
| bo:=1;

if there is any digit such that Ip[i) = 1 and I,[i] = 0 then
| by :=1;

R[p,q] := by + 2by;

4. Do the following;:

Pop := (b;

for k:=1to [n/L] do
fori:=1tom—1do
for j:=i+1tomdo
= M¢, [k, 1];

if R[p,q] =2 then
L Fab := Py U{(j, )}
if R[p,q] =3 then
L Pab = Pab U {(27])7 (]’Z)}




The algorithm for the case a = b is similar, even simpler, and we omit
it.

Theorem 1. The algorithm given above runs in O(nm?/logn) time.

4. The Reduced Template Number Conjecture

Another method for computing template matrices was sketched in [1, Lem.
11]. Given an n x m matrix M with no duplicate rows or columns over an
alphabet ¥, and for each column 1 < j < m and for each symbol a € X, let
M; o be the ordered list of maximal intervals [¢, r] such that M[i, j] = a for
all ¢ <1 < r. It is easy to see that these lists of intervals can be constructed
in O(nm) time, by traversing M in column order.

Once the lists of intervals (Mja)1<j<m: (Mjp)i<j<m are available, a
template matrix M, can be built in O(nm) time as follows. The idea is to
enumerate the set Py, of pairs (4, k) for which there exists a row i such that
MTi, j] = a and MT[i, k] = b. Then, as in the previous section, Mg[j, k] = 1
if (4,k) € Py and Mgy, k] = 0 otherwise.

The set P,;, can be computed by performing, for each pair j, k of different
columns, a simultaneous traversal of M;, and My during which, upon
intervals [¢, 7] of Mj, and [¢',7'] of My, we advance along M;, if r < ¢,
we advance along My, if 7' < £, and if £ < ¢ < ror ¢/ <€ <1/, there exists
a row ¢ such that M[i, j] = a and M|[i, k] = b. The total exact cost of this
procedure is given by the value R,,(M) defined next.

Definition 3. Given an n X m matrix M over an alphabet X, for every
1 < j <m and for every a € ¥, let M, be the ordered set of maximal row
intervals [i1,42] such that M[iy, j] = --- = M[ia, j] = a. For every [i1, i3] €
M; o, let pl(i1,i2) be the rank of [i1,i2] in it. For every 1 < j,k < m with
j # k and for every a,b € X, let

min{ ph (i1, iz) + pf(is, ia)| [ir, 2] € My, lia, ia] € M,
.
RYP (M) = [i1, 2] N [i3, 4] # @} if it exists
|M;.o| + | My p| otherwise

The reduced template number for M and ab is, then,

.
Rap(M)= > RYP(m).
1<5,k<m
J#k



Thus, the reduced template number for a matrix M over an alphabet
> and a,b € X describes the time needed to compute the template matrix
My, derived from M for the template ab using the method described above.

Example 1. Let Id,, be the m x m diagonal matrix and Tr,, be the upper
triangular m x m matrix defined at the end of Section 2. Recall from loc.
cit. that T11(Id,), Tho(Tr,) € O(m3). Now, it is straightforward to check
that

R11(Id) = Rio(Try,) = 2m(m — 1) € O(m?).

Definition 4. An n x m matrix M over an alphabet ¥ is said to be canon-
ical if it has no duplicate rows or columns and its rows are sorted in lexi-
cographical order.

Notice that any matrix M over an alphabet ¥ can be resolved into a
canonical matrix M’, by removing duplicate rows and columns and sorting
the rows in lexicographical order, in O(nm) time by radix sorting tech-
niques [9, App. A.5]. Notice also that, if the original matrix M does not
have any duplicate columns, My, = M/, for all a,b € X. Therefore, it is
enough to consider reduced template numbers of canonical matrices.

Now, we make the following conjecture.

Conjecture 1. For every n x m canonical matrix M over an alphabet X
and for every a,b € ¥, Ryp(M) € O(nm + m?).

Notice that if this conjecture is true, then we can compute template
matrices in time O(nm + m?), which provides algorithms for the PPH and
the SCPP problems running in this time as described in the Introduction.

As the reader will guess, we have not been able to prove this conjecture.
We have obtained explicit formulas for the reduced template numbers for
several families of matrices M, in the spirit of Example 1, and they al-
ways grow in O(nm + m?). Furthermore, we have computed the reduced
template numbers for 216 150 random binary matrices (50 instances for
each pair (n,m), with 2 < m < 24 and 2m < n < min{m? 2™}) un-
der the uniform distribution, which correspond to samples drawn from a
population evolving according to a Wright-Fisher neutral model of genetic
variation [8], sorting them in lexicographical order by rows before comput-
ing the reduced template numbers. Their reduced template numbers turn
out to be bounded by O(nm + m?), with a multiplicative constant in the
asymptotic upper bound that grows very slowly relative to the input size.

Finally, let us mention that argument similar to that used in [3, Lemma
5] proves the following result, which shows that Conjecture 1 implies the
fast multiplication of boolean matrices.



Lemma 1. Let T'(n,m) be the time needed to construct a template matriz
Mgy for any a,b € X, given an n X m matriz M over X. Two boolean
matrices with dimensions mi1 Xn and n X me, respectively, can be multiplied
in O(T(n,m1 +msg)) time.

8]

[9]
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