Bachelors

in

Computer Science

Syllabi

Course Title:
Mathematics 1 

Course Code:
MA1

ECTS credits:
7

Course Status:
Core/elective

Prerequisites:

Learning outcomes:

After this course the students will 

1. understand the most fundamental mathematical concepts of linear algebra and first course calculus;

2. be able to use some modern system of computer algebra.

Aims & Objectives:

1. Give basic knowledge in the field of linear algebra and single variable calculus. 

2. Ensure a good foundation for further studying of various mathematical courses. 
Syllabus Contents (Main topics):

Complex numbers and polynomials

Matrices, determinants

Systems of linear algebraic equations 

Limits of functions

Differential calculus of single variable functions

Basic integration methods

Teaching and Learning Methods:

40% ex cathedra, 60% hands-on
Assessment Procedure:

Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:

Books:

1. Apostol T.M., Calculus (one variable calculus, with an introduction to linear algebra), John Wiley & Sons, 1967

2. Mathematics, Pre-Calculus and introduction to Probability, Published by Naval Education And Training Professional Develop​ment And Technology Center, 1988

3. Stroyan K.D., Mathematical background: Foundations of infinitesimal calculus, Academic Press, 1997

4. Swokowski E., Cole J., Pence D., Olinick M., Calculus of a Single Variable, 1994

5. Swokowski E., Cole J., Pence D., Olinick M., Calculus of Several Variables, 1995

URLs (Web sites):

Any site responding to the key words "calculus courses" and "linear algebra courses".
Course Title: 
Mathematics 2 

Course Code:
MA2

ECTS credits:
7

Course Status:
Core/elective

Prerequisites:
Mathematics 1

Learning outcomes:

After this course the students will understand and utilize some widely used classical principles of applied mathematics.  

Aims & Objectives:

1. Give knowledge in many aspects in the field of single variable calculus and it's straightforward application.

2. Provide a basis for further studying of stochastic methods. 
Syllabus Contents (Main topics):

Definite integral and applications

Differential equations

Function of complex variables, Fourier series

Numerical methods

Theory of probability

Mathematical statistics

Teaching and Learning Methods:

40% ex cathedra, 60% hands-on
Assessment Procedure:

Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:

Books:

1. Apostol T.M., Calculus (multi variable calculus and linear algebra, with applications to differential equations and probability), John Wiley & Sons, 1969

2. Grinstead C., Snell J., Introduction to probability, 1996

3. Mauch S., Introduction to method of applied mathematics – advanced mathematical methods for scientists and engineers, 2002

4. Swokowski E., Cole J., Pence D., Olinick M., Calculus of Several Variables, 1995

URLs (Web sites):

Any site responding to the key words "calculus courses", "lnear algebra courses", "differential equations courses", "Fourier series courses", "probability courses", numerical methods courses. 
Course Title:
Introduction to Programming

Course Code:
IPR

ECTS credits:
7

Course Status:
Core/elective

Prerequisites:

Learning outcomes:

On completing this course, the students will

1. have good understanding of data structures and programming in procedural and Assembly languages;

2. have made their first steps in structured programming;

3. be able to design and code simple to intermediate problems.

Aims & Objectives:

1. Introduce the students to programming in a high-level and Assembly language.

2. Study the main data structures. 

3. Build skills to develop algorithms and computer programs with intermediate complexity. 

Syllabus Contents (Main topics):

Basic data types

Fundamental programming constructs

Fundamental data structures

Files

History of computing

Assembly level machine organisation

Programming in Assembly language

Teaching and Learning Methods:


The lectures clarify the theoretical part of the topics and give many examples. This gives the students the opportunity to prepare for workshops in advance and to work independently. 

The workshops are conducted in computer labs. There the students work on developing and debugging programs. 
Assessment Procedure:

Written exam, requiring that the students develop programs and answer theoretical questions. The problems consist of numerous items with increasing difficulty. 
Indicative Sources:

Books:

1. Abel P., IBM PC Assembly Language and Programming (5th Edition), Prentice Hall, 5th edition, 2001, ISBN: 013030655X  

2. Burd B., Pascal by Example from Practice to Principle in Computer Science, International Thomson Publishing, 1992, ISBN: 0155681621 

3. Knuth D. E.,The Art of Computer Programming, Volume 1: Fundamental Algorithms, Third Edition, Addison-Wesley, 1997

4. Irvine K., Assembly Language for Intel-Based Computers (4th Edition), Prentice Hall, 4th edition, 2002, ISBN: 0130910139

5. Wirth N., Algorithms + Data Structures = Programs, Prentice Hall, 1985

Course Title:
Professional Skills in Computer Science

Course Code:
PS

ECTS credits:
6

Course Status:
Core/elective

Prerequisites:
Introduction to Programming

Learning outcomes:

On completing this course, the students will be able to:

1. collect information from appropriate sources both within and outside the university;

2. use basic IT facilities and software applications;

3. present and analyse data in an appropriate fashion;

4. communicate effectively in writing for various purposes;

5. work effectively as a part of a team to make a  presentation.
Aims & Objectives:

The module aims to develop in students:

1. skills to learn effectively, in a self-motivated manner;

2. skills to manage their own learning and studying process;

3. basic knowledge of issues involving legal protection available to software, for example copyright;
4. understanding in broad terms the application of ethical principles in interpreting the behaviour of computer professionals.
Syllabus Contents (Main topics):

Working with office applications

Consumer behaviour

History of computing

Methods and tools of analysis

Privacy and civil liberties

Teaching and Learning Methods:

Teaching will be done in a series of tutorial sessions in small groups with a personal tutor. There will be substantial directed study. A topic will be assigned to a group of students, which they will have to develop by themselves as a coursework.
Assessment Procedure:

The final mark will be a weighted average of three components of the coursework: 70% written report, 10% oral presentation, 20% poster presentation
Indicative Sources:

Books:

1. Ludlow R., The Essence of Effective Communication, Prentice Hall, 1992

2. Pentz M., Shott M., Handling Experimental Data, OUP, 1988
3. Robarts A., Study Skills - An Introduction    

Course Title:
Discrete Structures

Course Code:
DS

ECTS credits:
7

Course Status:
Core/elective

Prerequisites: 
Mathematics 2, Introduction to Programming, Mathematics 3

Learning outcomes:

After this course the students will

1. know the main abstract mathematical theories;

2. understand different discrete structures used in computer science.

Aims & Objectives:

The aims of the course are to

1. present a survey of different discrete structures used in the computer area for abstract presentation, design and optimization of computer processes and structures;

2. develop knowledge of the basic discrete math tools and their usage in students' further work.

Syllabus Contents (Main topics):

Functions, relations and sets

Basic logic

Boolean algebra and functions

Graphs and trees

Discrete probability

Petri nets

Markov chains

Queuing systems

Digital logic and digital systems

Teaching and Learning Methods:

Lectures (with slides/multimedia projector); Web site of the course and additional electronic materials; Seminars and software environment for e-learning.

Assessment Procedure:

Written exam.

Indicative Sources:

Books:

1. Clote, P., Kranaki E., Boolean Functions and Computation Models, Springer-Verlag, 2001 

2. Grimaldi, Ralph, Discrete and Combinatorial Mathematics (3rd ed.), Addison-Wesley, 1993

3. Maurer, St., Ralston A., Discrete Algorithmic Mathematics, Addison-Wesley, 1991

4. Reeves, St., Clarke M., Logic in Computer Science, Addison-Wesley, 1990

5. Ross, K.A., Discrete Mathematics (4/e), Prentice Hall, 1999.

6. Truss, J. Discrete Mathematics for Computer Scientists, Addison-Wesley, 1991

Course Title: 
Introduction to Management

Course Code:
IM

ECTS credits:
6

Course Status:
Core/elective

Prerequisites:
Professional Skills in Computer Science, Social Context of Computing
Learning outcomes:

After this course the students will have basic knowledge in:

1. the use of information technologies for organization to support business processes in management decision making;

2. the appropriate managerial approach to effective software and systems development in e-commerce;

4. the effect of information technology on organizational design strategies;

5. the change of technological management in the organization.

Aims & Objectives:

The aims of this course are to understand market mechanism and its organisation, to receive basic information about production and economic cycle, to explore investment, crediting and finance systems.

Syllabus Contents (Main topics):

Market mechanism

Public sector and tax system 

Consumer behaviour

Production, expenses and income of a firm

Price-forming of manufacturing factors

Economic cycle

Company information systems

Marketing systems

Investment and crediting systems

Finance and accountancy systems

Software project management

Teaching and Learning Methods:

40% ex cathedra, 60% hands-on
Assessment Procedure:

Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:

Books:

1. Boddy D., Paton R., Management: an introduction, Pearson Education, 1998

2. Deakins D., Freel M., Entrepreneurship and Small Firms, McGraw-Hill,1999

3. Jobber D., Principles and Practices of Marketing, McGraw-Hill, 2001

4. Rosenfeld R.H., Wilson D., Managing Organizations: text, readings and cases, McGraw-Hill, 1998.

URLs (Web sites):

http://www.softwaretraining101.com/
http://www.csom.umn.edu/
Course Title:
Data Structures and Algorithms

Course Code:
DSA

ECTS credits:
7

Course Status:
Core/elective

Prerequisites:
Introduction to Programming, Discrete Structures

Learning outcomes:

On completing this course, the students will

1. have developed basic algorithm synthesis skills;

2. have knowledge of fundamental algorithmic groups: sort, trees, graphs, hashing, etc.

Aims & Objectives:

1. Basic algorithmic skills.

2. Algorithm to program encoding.

3. Program synthesises based on classic algorithms.

Syllabus Contents (Main topics):

Algorithms and problem solving

Fundamental data structures

Proof Techniques

Basic algorithmic analysis

Algorithmic strategies

Basic computability theory

Fundamental computing algorithms

The complexity classes P and NP

Teaching and Learning Methods:

Lectures (with slides, multimedia projector) and additional text materials; web site of the course; laboratory work (based on instructions) with a tutorial for every laboratory topic.
Assessment Procedure:

Written exam.
Indicative Sources:

Books:

1. Buyens J., Web Database Development, Microsoft Press, 2002

2. Mastering Windows Programming with Borland C++, SAMS, 1996

3. Murray W., C++ in Depth, McGraw Hill, 1998

4. Stephens D., Delphi Algorithms, SAMS Pub., 1999

5. Wais, Algorithm & Program Synthesis, Queue, 2001

Course Title:
Programming Languages

Course Code:
PL

ECTS credits:
7

Course Status:
Core/elective

Prerequisites:
Introduction to Programming, Data Structures and Algorithms

Learning outcomes:

On completing this course, the students will

1. be able to design and code complex problems; 

2. be able to freely use the C/C++ programming language.

Aims & Objectives:

1. Systemise students’ knowledge in the field of programming languages by a classification and comparative analysis of the latter.

2. Extend the students' skills for programming in a procedural language.
Syllabus Contents (Main topics):

Basic data types

Fundamental programming constructs

Fundamental data structures

Files

Recursion

Component-based computing

Overview of programming languages

Event-driven programming

Teaching and Learning Methods:

The lectures provide the theoretical basis. The workshops involve every student in actual design, coding and testing of short but complete problems.

Assessment Procedure:

Written test, including problems in different languages and different levels of difficulty.

Indicative Sources:

Books:

1. Ghezzi C., Jazayeri M., Programming Language Concepts, John Wiley & Sons, June 1997, 3rd edition, ISBN: 0471104264

2. Kernighan B.W., Pike R.,The Practice of Programming, Addison-Wesley, 1999

3. Knuth D., The Art of Computer Programming, Volume 2: Seminumerical Algorithms, Third Edition, Addison-Wesley, 1997

4. Knuth D., The Art of Computer Programming, Volume 3: Sorting and Searching, Second Edition, Addison-Wesley, 1998

5. Stroustrup B., The C++ Programming Language, Addison-Wesley, 2nd edition, 1991

URLs (Web sites):

1. http://directory.google.com/Top/Computers/Programming/
2. http://safari.informit.com/
Course Title:
Computer Graphics

Course Code:
CG

ECTS credits:
7

Course Status:
Core/elective

Prerequisites:
Introduction to Programming, Data Structures and Algorithms

Learning outcomes:

On completion of this course the students should be able to design, analyze, program, support, develop the Computer Graphics elements and Systems for Computer Human Interfaces&Interaction, Games, etc.

Aims & Objectives:

The aims & objectives area encompassed by Computer Graphics (CG) is divided into two interrelated fields:

1. Computer graphics is the art and science of communicating information using images that are generated and presented through computation. This requires (a) the design and construction of models that represent information in ways that support the creation and viewing of images, (b) the design of devices and techniques through which the person may interact with the model or the view, (c) the creation of techniques for rendering the model, and (d) the design of ways the images may be preserved. The goal of computer graphics is to engage the person's visual centers alongside other cognitive centers in understanding.

2. Visualization seeks to determine and present underlying correlated structures and relationships in both scientific (computational and medical sciences) and more abstract datasets. The prime objective of the presentation should be to communicate the information in a dataset so as to enhance understanding. Although current techniques of visualization exploit visual abilities of humans, other sensory modalities, including sound and haptics (touch), are also being considered to aid the discovery process of information. 

Syllabus Contents (Main topics):

Fundamental techniques in graphics 

Graphic systems

Geometric modelling 

Basic rendering 

Computer animation

Visualization

Teaching and Learning Methods:

50% ex cathedra, 50% hands-on

The lecture topics, which are presented above, give the main theoretic aspects of the Computer Graphics theory and practice. These are further developed in workshops by introducing case studies. The students study the main program elements and structures of the corresponding CG Languages and Systems.
Assessment Procedure:

Written exam including a number of problems with a different degree of difficulty and/or a written test.  The final mark is formed as weighted average of the marks from the workshops, exam and the test.
Indicative Sources:

Books: 

1. Forsyth D., Computer vision: A Modern Approach, University of California, Berkeley, Jean Ponce, University of Illinois at Urbana-Champaign, Prentice Hall, 2003

2. Giambruno M., 3D Graphics&Animation, Prentice Hall, 2002

3. Hearn D., Computer Graphics, C Version 2/e, Hearn & Baker, Inc., M. Pauline Baker, University of Illinois, Urbana, Prentice Hall, 1997

4. Hearn D., Computer Graphics with Open GL, 3/e, Hearn & Baker, Inc., M. Pauline Baker, University of Illinois, Urbana, Prentice Hall, 2004

5. Laszlo M., Computional Geometry and Computer Graphics in C++, Nova Southeastern University, Prentice Hall, 1996

 Course Title:
Automata and Language Theory

Course Code:
ALT

ECTS credits:
7

Course Status:
Core/elective

Prerequisites:
Discrete Structures,
 Data Structures and Algorithms, Programming Languages, Mathematics 3

Learning outcomes:

Upon completion of this course, students should be able to:

1. understand and apply formal notations via regular expressions and grammars, as well as their recognizers (finite automata, push-down automata);

2. provide relevant formal definitions for given languages;

3. discuss virtual machines and intermediate languages tradeoffs;

4. understand and apply basic language processing techniques: compilation and interpretation.

Aims & Objectives:

This course reveals the theoretical aspects behind programming languages: formal notations and models of computation. It is oriented towards:

1. providing a deeper understanding of programming languages design motivations and semantics, facilitating students to select and use the most appropriate language for a given task, and write correct programs;

2. illustrating language processing techniques: compilation and interpretation;

3. seamlessly integrating theoretical aspects and practical training towards the design and implementation of a full compiler for a toy language, both from-scratch and using automatic generation tools.
Syllabus Contents (Main topics):

Context-free grammars

Automata theory

Advanced non-linear structures

Language translation systems

Programming language semantics

Programming language design

Natural language processing

Teaching and Learning Methods:

Lectures, Laboratory practice, Individual or group assignments.
Assessment Procedure:

Based on assignment achievements, quizzes and exams.

Indicative Sources:

Books:

1. Aho A., Sethi R., Ullman J., Compilers. Principles, Techniques and Tools, Addison-Wesley, 1986

2. Fischer C., LeBlanc R., Crafting a Compiler with C, Addison-Wesley, 1991

3. Hopcroft J., Motwani R.,Ullman J., Introduction to Automata Theory, Languages and Computation, Addison-Wesley, 2001

Course Title: 
Human-Computer Interaction

Course Code: 
HCI

ECTS credits:
7

Course Status: 
Core/elective

Prerequisites: 
Introduction to Programming, Data Structures and Algorithms, Programming Languages, Object-Oriented Programming, Software Development, Databases, Multimedia Systems

Learning outcomes:

On completion of this course the students should be able to:

1. demonstrate a critical awareness of current techniques of task analysis, dialogue design, user interface implementation and ergonomic design;

2. perform each of these within a specific human-computer work environment;

3. critically appraise methods and guidelines for HCI evaluation, and recommend and justify a set of evaluation techniques and evaluative criteria;

4. demonstrate knowledge of a wide range of interfacing techniques and styles by designing and evaluating an improved design for a given user interface.

Aims & Objectives:

The aims of this course are:

1. to equip students with an integrated view of modern human-computer interactions;

2. to explore theoretical and practical issues in the design, implementation and evaluation of user interfaces and human-computer interaction;

3. to discuss user interface concerns that are fundamental to the success of any software systems, e.g. task analysis, dialogue design, user support; 

4. to discuss social and ethical aspects of human-computer interaction.

Syllabus Contents (Main topics):

Foundation of human-computer interaction

Building a simple graphical user interface

Human-centered software evaluation. Human-centered software development

Graphical user interface design. Graphical user interface programming

Human-computer interaction aspects of multimedia systems

Teaching and Learning Methods:

The lecture topics give the main theoretic aspects of the considered problems. These are further developed in workshops by introducing case studies. Students gain experience, via a real project, about human-computer interaction.

Assessment Procedure:

Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:

Books:

1. Dix A.J., Human-Computer Interaction, Prentice-Hall, 1998

2. Faulkner C., The essence of human-computer interaction, Prentice-Hall, 1997

3. Hobbs D., Moore D., Human-Computer Interaction, Financial Times Management, 1998

Course Title: 
Computer Organization & Architecture

Course Code:
COA

ECTS credits:
9

Course Status:
Core/elective

Prerequisites:
Discrete Structures, Programming Languages, Automata and Language Theory

Learning outcomes:

On completing this course the students will have knowledge of 

1. the main principles of computer organization and data processing at low level (machine organization);

2. the computer system architecture and performance evaluation;

3. programming in Assembly language.

Aims & Objectives:

The aim of the course is to:

1. give the students knowledge about the principles of arithmetic and logic basis of computing;

2. present the global organization of a computer system and the structure and functionality of its components;

3. present special features of basic computer architectures, organization of communications and performance evaluation

4. give the students knowledge of basic programming in Assembly language.

Syllabus Contents (Main topics):

Digital logic and digital systems

Arithmetic basis

Basic computer architectures 

Pipelining

Assembly level machine organisation

Programming in Assembly language

Memory system organisation and architecture

Peripheral devices & interfaces

Interfacing and communication

Functional organization

Performance enhancements

Teaching and Learning Methods:

Lectures (with slides, multimedia projector) and additional auxiliary text and electronic materials for discussion; web site of the course; laboratory work (based on manual with instructions) with a tutorial for every laboratory theme; software environment for simulation and exemplary models; software environment for e-learning

Assessment Procedure:

Written exam.

Indicative Sources:

Books:

1. Dutta-Roy A., Computers, IEEE Spectrum, Jan. 1999, p.46-51

2. Kant K., Introduction to Computer Systems Performance Evaluation, McGraw Hill, 1992

3. Parhami B., Computer Arithmetic: Algorithms and Hardware Design, Oxford Univ. Pres, 2000

4. Stalling W., Computer Organisation and Architecture: Design and Performance (5th Edition), Prentice Hall, Inc. 2000

5. Stalling W., Computer Organization and Architecture: Principles of Structure and Function (2nd edition), McMillan Publ., 1990

Course Title:
Object-Oriented Programming 

Course Code:
OOP

ECTS credits:
7

Course Status:
Core/elective

Prerequisites:
Introduction to Programming, Discrete Structures, 

Data Structures and Algorithms, Programming Languages

Learning outcomes:

On completion of this course the students should be able to:

1. design, implement, test and debug simple programs in an object-oriented programming language;

2. design, implement, and test the implementation of “is-a” relationships among objects using a class hierarchy and inheritance.

Aims & Objectives:

1. Introduce students to fundamental concepts and techniques used in the object-oriented programming.

2. Justify the philosophy of object-oriented design and concepts of encapsulation, abstraction, inheritance and polymorphism.

3. Describe how the class mechanism supports encapsulation and information hiding.

4. Compare and contrast the notions of overloading and overriding methods in an object-oriented language.

Syllabus Contents (Main topics):

Recursion

Component-based computing

Object-oriented programming

· Encapsulation and information-hiding

· Separation of behaviour and implementation

· Classes and subclasses

· Inheritance

· Polymorphism

· Class hierarchies

· Collection classes and iteration protocols

Abstract data types and classes

Inheritance and abstract classes

Advanced non-linear structures

Event-driven programming

Teaching and Learning Methods:

40% ex cathedra, 60% hands-on
The lectures will be used to introduce topics and to provide the theoretical framework. These are further developed in workshops by introducing case studies. Workshops will provide the opportunity for students to practise the object-oriented techniques. The students have to independently solve, encode and test with the aid of a specific programming environment elements of given problems.
Assessment Procedure:

Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:

Books:

1. Booch G., Object-oriented design with applications, Addison-Wesley, 1991

2. Muller P., Introduction to Object-Oriented Programming using C++, Globewide Network Academy, 1997

3. Stroustrup B., The C++ programming language, Addison-Wesley, 1991

4. Wiener R., Pinson L., The C++ Workbook, Addison-Wesley, 1992

5. William F., William T., Data structures with C++, Prentice Hall, 1996

URLs (Web sites):

http://java.sun.com/docs/books/tutorial/java/concepts/
http://www.desy.de/gna/html/cc/Tutorial/tutorial.html
http://www.ira.uka.de/bibliography/Object/
http://www.quiver.freeserve.co.uk/OOP1.htm
http://hobbes.jct.ac.il/~naiman/c++-oop/
http://cs.colgate.edu/faculty/nevison.pub/oop.html
Course Title: 
Software Development

Course Code: 
SWD

ECTS credits:
9

Course Status: 
Core/elective

Prerequisites: 
Introduction to Programming, Professional Skills in Computer Science, Data Structures & Algorithms, Programming Languages, Object-Oriented Programming

Learning outcomes:

Upon completion of this course, students should be able to:

1. identify and discuss the technical and engineering activities of producing a software product;

2. describe issues, principles, methods and technology associated with software engineering theory and practices;

3. work as a part of a team, use a software development process to develop a software product.

Aims & Objectives:

The aims of this course are:

1. to provide an overview of software engineering as a discipline;

2. to explain the software life cycle and its phases including the deliverables that are produced;

3. to select, with justification the software development models most appropriate for the development and maintenance of a diverse range of software products;

4. to explain the role of process maturity models;

5. to cover basic knowledge about software requirements, software design, software construction, software management and software quality;

6. to compare the traditional waterfall model to the incremental model, the object-oriented model and other appropriate models.

Syllabus Contents (Main topics):

Life cycle of a software product

Software requirements and specifications

Software testing and validation

Software evolution

Software documenting

Software tools and environments

Using APIs

Software project management

Human-centered software evaluation

Human-centered software development

Teaching and Learning Methods:

40% ex cathedra, 60% hands-on
The lecture topics give the main theoretic aspects of the considered problems. These are further developed in workshops by introducing case studies. Students gain experience, via a team project, about life-cycle development of software systems.
Assessment Procedure:

Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:

Books:

1. Humphrey W.S., Introduction to the Team Software Process, Massachusetts: Addison-Wesley, 1999

2. IEEE Std. 829 – 1998, IEEE Standard for Software Test Documentation

3. ISO/IEC 12207:1995, Information Technology – Software life cycle processes

4. Koomen T., Pol M., Test process improvement: a practical step-by-step guide to structured testing, Addison-Wesley, 1999

5. Laarman C., Applying UML and Patterns, Prentice Hall, 2001

6. Marciniak J.J., Encyclopedia of Software Engineering, New York: John Wiley & Sons, Inc., 1994

7. Perry W., Effective Methods of Software Testing, John Wiley & Sons, Inc., 2000

8. Pfleeger S., Software Engineering: Theory and Practice, New Jersey: Prentice Hall, 1998

9. Pressman R.S., Software Engineering: A Practitioner’s Approach, New York: McGraw-Hill, 1997

URLs (Web sites):

http://www.cmcrossroads.com/bradapp/docs/patterns-intro.html
http://www.cs.brown.edu/courses/cs032/resources.htm
http://mingo.info-science.uiowa.edu/soft-eng/
Course Title: 
Databases

Course Code:
DB

ECTS credits:
9

Course Status: 
Core/elective

Prerequisites: 
Introduction to Programming, Professional Skills in Computer Science, Data Structures and Algorithms, Programming Languages, Object-Oriented Programming, Software Development

Learning outcomes:

Upon completion of this course, students should be able to:

1. identify the stages in the database design lifecycle, and discuss the significance and limitations of each stage in terms of its combination towards the production of an effective database;

2. demonstrate understanding of the relational data model;

3. undertake the development of a database from conceptual level, through logical design, performance analysis, and implementation, providing appropriate query and reporting facilities for users;

4. evaluate the developed database against user requirements.

Aims & Objectives:

The aims of this course are:

1. to provide students with a theoretical background and practical knowledge of relational database systems;

2. to provide students with an overview of advanced database systems;

3. to discuss the architecture of DBMS against user requirements;

4. to compare the data models;

5. to demonstrate a critical knowledge of the key theoretical issues;

6. to select and apply appropriate DBMS in the construction of a software application;

7. to conduct a database review using appropriate guidelines.

Syllabus Contents (Main topics):

Intellectual property.

Privacy and civil liberties

Database query languages

Data modelling

Architecture of DBMS

Relational database design

Object-oriented databases

Data mining

Transaction processing

Teaching and Learning Methods:

40% ex cathedra, 60% hands-on
The lecture topics give the main theoretic aspects of the considered problems. These are further developed in workshops by introducing case studies. Students gain experience, via a team project, about database development life-cycle.
Assessment Procedure:

Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:

Books:

1. Connoly T., Begg C., Database Systems: a Practical Approach to Design, Implementation and Management, Addison-Wesley, 2001

2. Earp R., Bagui S., Learning SQL

3. Garcia-Molina H., Ullman J., Widom J., Database Systems – the complete book

4. McFadden F., Hoffer J., Modern Database Management, Addison-Wesley, 2000

5. Shah N., Database Systems Using Oracle

6. Sunderraman R., Oracle 8 Programming

URLs (Web sites):

1. Dr. Rajshekhar Sunderraman Department of Computer Science Georgia State University  Atlanta, Georgia 30303, U.S.A. – teching materials, online books and tutorials in databases: http://tinman.cs.gsu.edu/~raj/index.html
2. Jeffrey D. Ullman – web site – online testing center, database courses and materials, lecture notes - http://www-db.stanford.edu/~ullman/
3. Jennifer Widom – web site - database courses and materials, lecture notes - http://www-db.stanford.edu/~widom/
4. Materials on database design - http://www.kirtland.cc.mi.us/cis/CIS235/
5. Introduction to Databases http://www-db.stanford.edu/~widom/cs145/
Course Title: 
Operating Systems

Course Code:
OS

ECTS credits:
7

Course Status:
Core/elective

Prerequisites:
Introduction to Programming, Programming Languages, 

Computer Organization and Architecture

Learning outcomes:

On completion of this course the students should be able to:

1. describe the essential components of an operating system;

2. analyse the main components of three different types of OS – single-user single tasking, single-user multi-tasking, multi-user multi-tasking;

3. evaluate the operating system against the user requirements.

Aims & Objectives:

1. Equip students with an integrated view of modern operating systems.

2. Modularity, concurrency and distribution are the unifying themes, both within the design of OS and in the systems supported by OS.

3. Integrate theoretical and practical training, using C, Unix, Windows.

4. Focus on problems arising from using shared resources and approaches to solving them (e.g. using critical sections, monitors, semaphores). These problems have reflections in numerous fields of computer science.

5. Develop the background for advanced operating systems, parallel and distributed programming.

Syllabus Contents (Main topics):

Operating system overview

Operating system principles

Process description and control

Concurrency

Scheduling and dispatch

Memory management

I/O management

File management

Security and protection

Teaching and Learning Methods:

The lecture topics give the main theoretic aspects of the considered problems. These are further developed in workshops by introducing case studies. In some of the workshops the students study the main commands of the corresponding OS, and in the other workshops simulation software tools are used to explore and study the OS.

Assessment Procedure:

Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:

Books:

1. Bacon J., Harris T., Operating Systems – concurrent and distributed software design. Addison-Wesley, 2003

2. Bic L., Shaw A., Operating Systems Principles, Prentice Hall, 2003

3. Nutt G., Operating Systems: A Modern Perspective, Addison-Wesley, 2002

4. Ritchie C., Operating Systems incorporating UNIX & Windows, Letts Educational, 1997

5. Silberschatz A., Galvin P., Gagne G., Operating Systems Concepts, John Wiley & Sons, 2003

6. Stallings W., Operating Systems, Prentice Hall, 2001

7. Tanenbaum A.S.,  A.S. Woodhall, Operating Systems, Design and Implementation, Prentice-Hall, 1997

8. Welsh M., Dalheimer M., Dawson T., Kaufman L., Running Linux, O'Reilly and Associates, 2002

URLs (Web sites):

www.cis.temple.edu/courses-os.html
www.williamStallings.com/os4e.html
www.mines.edu/fs_home/tcamp/GUI/index.html
www.cs.vu.nl/~ast/minix.html
www.bochs.com
Course Title: 
Computer Networks

Course Code: 
CN

ECTS credits:
7

Course Status: 
Core/elective

Prerequisites: 
Computer Organization and Architecture, Operating Systems
Learning outcomes:

During this course, the students will

1. be introduced to the principles underlying the various functions of networking and the Internet;

2. learn the current state and the future evolution of the computer networks;

On completing this course, the students will

1. have solid understanding of network philosophy, architecture, standards and history;

2. have knowledge of the characteristics of LAN and WAN planning, design, exploitation, administration and management.

Aims & Objectives:

1. Theoretical fundamentals of computer networks. 

2. Learning and understanding the modern theory of data communication.

3. Discussing the wide range of aspects of the network security and reliability.

4. The course will involve experiments of protocols commonly used in the TCP/IP network environment.

5. Theory of developing multi tier client-server systems.

6. Learning and comparison of the most popular LAN technologies.

Syllabus Contents (Main topics):

Interfacing and communication

Data communication

Network protocol stacks

Network management and security

WAN. Internet

Passive components and LAN equipment

LAN technologies

Network integration

Administration and management of LANs

Network security

Client-server technology

Teaching and Learning Methods:

Lectures, workshops, biweekly homework.

A large course work during the semester.
Assessment Procedure:

Final exam in a form of a multiple choice test: 60% of the general assessment.
Course work evaluation: 30%

Home works evaluation: 10%
Indicative Sources:

Books:

1. Black U., Data Link Protocols, Prentice Hall, Englewood Cliffs, New Jersey, 1993

2. Comer, Douglas, Internetworking with TCP/IP Vol.1: Principles, Protocols, and Architecture, 4th Edition, Prentice Hall, 2000

3. Halsall F., Data Communications, Computer Networks, and Open Systems, 4/E. Addison-Wesley, 1996

4. Hunt C. TCP/IP Network Administration, 3rd Edition. O'Reilly and Associates, Inc., 2002

5. Kuhn P., Ulrich R., Broadband Communications,  Chapman&Hall, London, 1998

6. Martin J., Leben J., TCP/IP Networking: Architecture, Administration, and Programming, Prentice Hall, New Jersey, 1994

7. Naugle M., Illustrated TCP/IP, Wiley Computer Publishing, John Wiley & Sons, Inc., 1998

8. Shannon C. E., Weaver, Warren, Mathematical Theory of Communication (available online for free)

9. Stallings W. Networking standards: A Guide to OSI, ISDN, LAN, and MAN Standards. Addison-Wesley, 1993

10. Stevens R., Wright G., TCP/IP Illustrated, Vol. 1.  Addison Wesley Professional, 2001

11. Tannenbaum A. Computer Networks - 4th ed., Pearson Education Inc., Prentice Hall PTR, 2003 

URLs (Web sites):

In general, the links to URL are very changeable, so we'll provide them at the start of the course.
Course Title: 
Artificial Intelligence

Course Code:
AI

ECTS credits:
9

Course Status:
Core/Elective

Prerequisites: 
Programming Languages, Non-procedural Programming

Learning outcomes:

After this course the students will have an understanding of

1. the basic problems that state-of-the-art AI addresses;

2. the techniques used for tackling these problems.

Aims & Objectives:

The aim of this course is to introduce the basic principles and techniques used in the development of computer systems that exhibit some sort of “intelligent” behaviour. It provides a basis for more advanced AI courses. Special emphasis is put on algorithmic issues.
Syllabus Contents (Main topics):

Computer vision

Fundamental issues in artificial intelligence

Knowledge representation and reasoning

Search and constraint satisfaction

Architecture of an intelligent system

Artificial intelligence planning systems

Natural language processing

Machine learning and neural networks

Intelligent tutoring environments

Teaching and Learning Methods:

The lecture topics give the main theoretic aspects of the considered problems. These are further developed in workshops by introducing case studies. Students gain experience, via a real project, about AI.

Assessment Procedure:

40% assignments, 20% midterm, 40% final exam
Indicative Sources:

Books:

1. Dean, Allen, Aloimonos, AI: Theory and Practice, Benjamin Cummings, 1995

2. Haykin S., Neural Networks, A Comprehensive Foundation, 2nd edition, Prentice Hall, 1999

3. Russel S., Norvig P., Artificial Intelligence: A Modern Approach, Prentice Hall, 1995

URLs (Web sites):

http://www.cs.berkeley.edu/~russell/ai.html
Course Title: 
Internet Technologies

Course Code: 
IT

ECTS credits:
7

Course Status: 
Core/elective

Prerequisites: 
Operating Systems, Computer Networks

Learning outcomes:

On completing this course, the students will

1. have detailed knowledge of common network applications (e.g., email, news, FTP, Web);

2. be able to describe Internet protocols;

3. be able to recognize the role and features of the client-server paradigm as the underlying model of Internet information services;

4. be able to install and configure Web servers, e.g. IIS, Apache;

5. have a good understanding of markup languages - HTML, XML;

6. have had some exposure to programming for Internet based on CGI/Perl.

Aims & Objectives:

1. Develop an understanding of network technologies and applications, and be able to demonstrate proficiency in internetworking.

2. Develop a basic understanding of web software technologies.
3. Reveal security threats and explore solutions.

4. Provide the background for using alternative, emerging Internet technologies.
Syllabus Contents (Main topics):

WAN. Internet

Hypertext and hypermedia. Hypermedia authoring systems

Client-server technology. Technology for developing distributed applications

Teaching and Learning Methods:

The lectures provide the theoretical basis. The workshops are oriented towards deep understanding of HTML, including CSS/DHTML, forms, CGI

Assessment Procedure:

Students are given a mark based on their activity during workshops. The final mark is a weighted average of this mark (40%) and the mark from a written final test (60%), including both theoretical and practical questions. 

Indicative Sources:

Books:

1. Castro E.,HTML for the World Wide Web with XHTML and CSS: Visual QuickStart Guide, Fifth Edition, Peachpit Press, 2002, ISBN: 0321130073

2. Comer D.E., Stevens D.L., Internetworking with TCP/IP Vol. III Client-Server Programming and Applications-Windows Sockets Version, Prentice Hall, 2nd edition, 1997

3. Stein L.D., How to Set Up and Maintain a World Wide Web Site, 1996
4. Tilton E. et.al., Web Weaving, 1999

URLs (Web sites):

http://www.perl.com/
http://www.apache.org/dist/httpd/
http://jakarta.apache.org/site/binindex.html
Course Title: 
Mathematics 3 

Course Code:
MA3 

ECTS credits:
5

Course Status:
Core/elective
Prerequisites:
Mathematics 1, Mathematics 2

Learning outcomes:

After this course the students will understand and use main principles of applied mathematics.  

Aims & Objectives:

1. Give knowledge in many aspects in the field of multi-variable calculus and its advanced applications.

2. Provide a basis for mathematical modelling in technical sciences and for using systems as MATLAB.
Syllabus Contents (Main topics):

Functions of several variables

Multiple integrals

Linear and surface integrals

Operation calculus and application

Theory of probability

Mathematical statistics

Teaching and Learning Methods:

40% ex cathedra, 60% hands-on
Assessment Procedure:

Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:

Books:

1. Apostol T.M., Calculus (multi variable calculus and linear algebra, with applications to differential equations and probability), John Wiley & Sons, 1969

2. Grinstead C., Snell J., Introduction to probability, 1996

3. Mauch S., Introduction to method of applied mathematics – advanced mathematical methods for scientists and engineers, 2002

4. Swokowski E., Cole J., Pence D., Olinick M., Calculus of Several Variable, 1995

URLs (Web sites):

Any site responding to the key words "multi variable calculus courses", "operati​onal calculus courses", "probability and statistics courses". 
Course Title:
Social Context of Computing

Course Code:
SCC

ECTS credits:
6

Course Status:
Core/elective
Prerequisites:
Professional Skills in Computer Science

Learning outcomes:

On completing this course the students will

1. have an understanding of the computerization process flow in the world and how it influences social, ethic, and professional areas;

2. have knowledge about the responsibilities of experts in computing;

3. have knowledge about privacy and computer crime.

Aims & Objectives:

Provides teaching in different social contexts of computing in our days:
1. to provide a broad understanding of the impact of information technology on humanity and the environment;
2. to explore the importance of knowing one's belief system and values when confronting issues at the workplace and what it means to take social responsibility;
3. to monitor one's own personal development.
Syllabus Contents (Main topics):

Social context of computing

Methods and tools of analysis

Professional and ethical responsibilities 

Risks and liabilities of computer-based systems

Intellectual property

Privacy and civil liberties

Computer crime

Teaching and Learning Methods:

50% ex cathedra, 50% hands-on
Assessment Procedure:

Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:

Books:

1. Ayres R. The Essence of Professional Issues in Computing, Prentice Hall, 1999

2. Devaraj S., Kohli R., The IT Payoff: Measuring the Business Value of Information Technology Investments by Financial Times Prentice Hall; 1st edition, 2002

3. Gates B., Business@the Speed of Thought. Using a Digital Nervous System, 1999

4. Johnson, D., Computer Ethics, Prentice-Hall, Upper Saddle River, New Jersey, 2001

5. Torvalds L., Diamond D., Just for Fun, HarperCollins, 2001

Course Title: 
Non-procedural Programming

Course Code:
NPP

ECTS credits:
5

Course Status:
Core/elective
Prerequisites:
Introduction to Programming, Programming Languages

Learning outcomes:

On completing this course, students will

1. have knowledge and skills for using the basic styles of non-procedural programming – functional and logic programming;

2. be able to develop simple AI applications using Prolog.

Aims & Objectives:

The course builds on knowledge gained in courses like Programming Languages. It gives the students a new perspective to programming and lays the foundations for further courses in the area of Artificial Intelligence.

Syllabus Contents (Main topics):

Logic programming

Functional programming

Knowledge representation and reasoning

Search and constraint satisfaction

Teaching and Learning Methods:


The lectures clarify the theoretical part of the topics and give many examples. This gives the students the opportunity to prepare for workshops in advance and to work independently. 

Assessment Procedure:

Written test, including problems in different programming languages and different levels of difficulty

Indicative Sources:

Books:

1. Charniak E., Riesbeck C.K., McDermott D.V., Meehan J., Artificial Intelligence Programming, 2nd edition, Lawrence Erlbaum Assoc, 1987, ISBN: 0898596092 

2. Lutz M., Programming Python (2nd Edition), O'Reilly & Associates, 2001, ISBN: 0596000855

3. Sterling L., Shapiro E., The Art of Prolog, Second Edition: Advanced Programming Techniques (Logic Programming), MIT Press, 1994, ISBN: 0262193388 

4. Tanimoto S.L., The Elements of Artificial Intelligence Using Common Lisp, 2nd edition, W H Freeman & Co., 1995, ISBN: 0716782693

Course Title:
Cryptographic Methods

Course Code:
CM

ECTS credits:
5

Course Status:
Core/elective
Prerequisites:
Mathematics 3

Learning outcomes:

On completing this course, the students will be able to deal with basic cryptographic methods and algorithms that are at the root of contemporary security systems.

Aims & Objectives:

1. Explain the theory behind symmetric and asymmetric cryptographic algorithms, block and stream ciphers and modes of operations. 

2. Present a technical overview of standards for block encryption (AES) and digital signature generation and verification (RSA, DSS). 

3. Give an elementary treatment of hash functions and elliptic curves.
Syllabus Contents (Main topics):

Cryptographic methods

Cryptographic algorithms

Cryptographic protocols

Data security and integrity

Teaching and Learning Methods:

Lectures (with slides, multimedia projector) supplemented with product range of companies. Computer classes employ examples with cryptographic operations: basic methods and algorithms, such as encryption, key generation and authentication.

Assessment Procedure:

Written exam

Indicative Sources:

Books:
1. Becket, B., Introduction to Cryptology and PC Security, 1997.

2. Menezes, A.J., van Oorshot et.al., A Handbook of Applied cryptography, 1999.

URLs (Web sites):

http://www.cryptosoft.com/
http://www.shmoo.com/crypto/asymmetric/
Course Title:
Software Environments

Course Code:
SWE

ECTS credits:
5

Course Status:
Core/elective
Prerequisites: 
Introduction to Programming, Data Structures and Algorithms,

Programming Languages, Object Oriented Programming,

Artificial Intelligence

Learning outcomes:

On completing this course, the students will

1. have good knowledge of Windows API;

2. be familiar with two popular object hierarchies - VCL and MFC;

3. be able to freely use these software environments: Delphi and Microsoft Visual C++ with MFC.

Aims & Objectives:

1. Extend students' knowledge and practical skills in Windows programming.

2. Give in-depth skills for working with two popular environ​ments, based on different languages.
Syllabus Contents (Main topics):

Software tools and environments

Using APIs

Specialised system development

Software project management

Object-oriented analysis and design

Teaching and Learning Methods:

The lectures provide the theoretical basis. The workshops include a number of complete tasks to be solved under both environments.

Assessment Procedure:

Written test plus hands-on coding a simple problem in one of the two environments. The final mark is a weighted average of the test (40%) and the hands-on (60%)

Indicative Sources:

Books:

1. Cantu M., Mastering Delphi 7, Sybex, 2003, ISBN: 078214201X

2. Pacheco X., Teixeira St., Delphi 6 Developer's Guide, David Intersimone, Sams, 2001, ISBN: 0672321157

3. Prosise J., Programming Windows With MFC, Microsoft Press, 2nd edition, 1999

4. Shepherd G. et al., MFC Internals: Inside the Microsoft© Foundation Class Architecture, Addison-Wesley, Book and Disk edition, 1996

Course Title:
Computer Vision

Course Code:
CV

ECTS credits:
6

Course Status:
Core/elective
Prerequisites:
Artificial Intelligence, Non-procedural Programming

Learning outcomes:

On completing this course, students will have

1. experience in implementing image processing and vision algorithms;

2. understanding of current techniques in image processing and computer vision and an awareness of their limitations;

3. an appreciation of the underlying mathematical principles of computer vision;

4. the ability to formulate solutions to problems in Computer Vision.

Aims & Objectives:

The aims of this course are:

1. to provide a grounding in the current research areas of computer vision; 

2. to give experience in implementing computer vision algorithms;
3. to provide an understanding of the range of processing components involved in image interpretation systems.

Syllabus Contents (Main topics):

Algorithms for compression and decompression

Advanced rendering

Visualization

Image processing

Computer vision

Search and constraint satisfaction

Teaching and Learning Methods:


The lectures clarify the theoretical part of the topics and give many examples. This gives the students the opportunity to prepare for workshops in advance and to work independently. 

Assessment Procedure:

Written exam.

Indicative Sources:

Books:

1. Duda R.O., Hart P.E., Stork D.G., Pattern Classification (2nd Edition), Wiley-Interscience, 2000, ISBN: 0471056693 

2. Forsyth D.A., Ponce J., Computer Vision: A Modern Approach, Prentice Hall, 2002, ISBN: 0130851981 

3. Parker J.R., Practical Computer Vision Using C, John Wiley & Sons, 1993 

4. Theodoridis S., Koutroumbas K., Pattern Recognition, Second Edition, Academic Press, 2003, ISBN: 0126858756 

Course Title: 
Information Systems

Course Code: 
IS

ECTS credits:
6

Course Status:
Core/elective
Prerequisites:
Professional Skills in Computer Science, Data Structures and Algorithms, Programming Languages, Object-Oriented Programming, Software Development, Databases, Software Environments

Learning outcomes:

Upon completion of this course, students should be able to:

1. demonstrate knowledge and understanding of a range of theory relating to information systems development;

2. analyse problems objectively using the main theoretical perspectives of the cognate area of information systems development;

3. demonstrate knowledge and understanding of a range of core contemporary information systems development techniques;

4. demonstrate practical skills through the application information systems development techniques;

5. apply theories, methodology and strategies demonstrating academic skills in identifying solutions to complex and significant problems.

Aims & Objectives:

The aims of this course are:

1. to provide an understanding of information systems development concepts, advances in information retrieval and perspectives on content-based multimedia systems;

2. to consolidate student knowledge of IS development, fostering a critical awareness of current developments, strategies and contexts;

3. to introduce students to theoretical and practical perspectives underpinning the development of information systems;

4. to provide the necessary skills to apply information systems modelling techniques within an organisational context;

5. to discuss the main topics in data security – confidentiality, data integrity, non-repudiation and authentication of the users.

Syllabus Contents (Main topics):

Company information systems

Transaction processing

Life cycle of information systems development

Object-oriented analysis and design

Multimedia information systems

Information storage and retrieval

Data security and integrity

Graphical user interface design

Graphical user interface programming

Decision support systems

Teaching and Learning Methods:

The lecture topics give the main theoretic aspects of the considered problems. These are further developed in workshops by introducing case studies. Students gain experience, via a team project, about life-cycle development of information systems.
Assessment Procedure:

Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:

Books:

1. Avison D.E., Information Systems Development: A Database Approach, Blackwell, 1993

2. Brown D., An Introduction to Object-Oriented Analysis: Objects in Plain English, Addison-Wesley, 1997

3. Flynn D., Information Systems Requirements: Determination and Analysis, McGraw-Hill, 1998

4. Fowler M., Scott K., UML Distilled Second Edition: A Brief Guide to the Object Modelling Language, Addison-Wesley, 2000

5. Graham I., Object-Oriented Methods, Addison-Wesley, 1994

6. Laarman C., Applying UML and Patterns, Prentice Hall, 2001

7. Lee R.C., Tepfenhart W.M., UML and C++: A Practical Guide to Object-Oriented Development, New Jersey: Prentice Hall, 2001

Course Title:
Internet Programming

Course Code:
IP

ECTS credits:
6

Course Status:
Core/elective
Prerequisites:
Programming Languages, Object-Oriented Programming,

Databases, Internet Technologies

Learning outcomes:

On completing this course, students will be able to

1. use the Java programming language;

2. create interactive Web-pages using different technologies;

3. outline various scenarios for Internet applications and select the most appropriate in a particular setup;

4. distinguish, assign and implement client-side and server-side processing.

Aims & Objectives:

This course builds mainly on the material covered in Internet Technologies, focusing on the development of real-world Internet applications. It should integrate theory and hands-on experience. This course is intended to:

1. cover both traditional and emerging approaches to the development of Internet applications;

2. focus on platform- and language-independent technologies;

3. give theoretical knowledge and practical skills, targeted towards developing real-world applications, as well as graduate theses.

Syllabus Contents (Main topics):

Database query languages

Data mining

Transaction processing

Human-computer interaction aspects of multimedia systems

Human-computer interaction aspects of communication

Programming languages for web-based software development

Client-server technology

Building web applications for E-Commerce

Building web applications for E-Publishing

Building web applications for E-Learning

Teaching and Learning Methods:

The lectures provide the theoretical basis. The workshops include a number of complete tasks to be solved.

Assessment Procedure:

Written test plus hands-on creating a Web page with elements of programming. The final mark is a weighted average of the test (35%) and the hands-on (65%)

Indicative Sources:

Books:

1. Deitel, Deitel and Nieto, Internet and World Wide Web How to Program, Prentice Hall, 2002

2. Eckel B., Thinking in Java (2nd Edition), Prentice Hall, 2nd Book and CD-ROM edition, 2000, ISBN: 0130273635

3. Flanagan D., JavaScript: The Definitive Guide, O'Reilly & Associates, 4th edition, 2001, ISBN: 0596000480

4. Hunter D., Programming with XML, SoftPress, 2001

5. Thomas D. et. al., Professional PHP4 Programming, Wrox Press Inc., 2002, ISBN: 1861006918 

6. Welling L., Thomson L.,  PHP and MySQL Web Development, Sams, 2001
7. Williams H. E., Lane D., Web Database Applications with PHP & MySQL, O'Reilly & Associates, 2002, ISBN: 0596000413

URLs (Web sites):

http://java.sun.com
http://developer.netscape.com/docs/
http://www.php.net
http://stardeveloper.com:8080/javaserverpages.asp
http://www.codebits.com/
Course Title:
Web Design

Course Code:
WD

ECTS credits:
6

Course Status:
Core/elective
Prerequisites:
Human-Computer Interaction, Internet Technologies,

Multimedia Systems, Internet Programming

Learning outcomes:

During this course the students will

1. learn how to conceive and design the information architecture of a Web site; 

2. deepen their knowledge in HTML, from basic tags and tables to using templates and troubleshooting;

3. learn to use CSS for precise control over Web page design and layout.

On completing this course students will

1. be able to use images and colour effectively, recognize the benefits of valid HTML 4.0 code, identify structural problems, critically evaluate a site's usability, and recognize effective navigation techniques;

2. be able to create accessible Web sites, design for different monitor resolutions, use browser detection scripts, and write effective meta contents.

Aims & Objectives:

The aims of this course are:

1. to introduce students to the principles of planning, organizing, and creating a web site structure, page layout, the home page presentation;

2. to give students working knowledge and practical skills for using Macromedia Dreamweaver, Macromedia Flash;

3. to familiarize students with the principles of user interface design.
Syllabus Contents (Main topics):

Visualization

Virtual reality

Graphical user interface design

Human-computer interaction aspects of multimedia systems

Human-computer interaction aspects of communication

Hypertext and hypermedia

Hypermedia authoring systems

Teaching and Learning Methods:

The lectures provide the theoretical basis. The workshops give hands-on experience with Dreamweaver and Flash on the basis of a number of complete tasks.

Assessment Procedure:

Written test plus hands-on creating a Web page. The final mark is a weighted average of the test (35%) and the hands-on (65%)

Indicative Sources:

Books:

1. Curtis H., Flash Web Design, New Riders Publishing, 2000, ISBN: 0735708967

2. Emberton D.J. et. al., Flash 5 Magic: With ActionScript, New Riders Publishing, 2001, ISBN: 0735710236

3. Gray D., Looking Good on The Web, The Coriolis Group LLC, 1999

4. Lynch P.J., Horton S., Web Style Guide: Basic Design Principles for Creating Web Sites, Yale University Press, 1999, ISBN: 0300076754 

5. Niederst J., Learning Web Design: A Beginner's Guide to HTML, Graphics, and Beyond, O'Reilly & Associates, 2001, ISBN: 0596000367 

Course Title:
Multimedia Systems

Course Code:
MMS

ECTS credits:
6

Course Status:
Core/elective
Prerequisites:
Computer Graphics, Object-Oriented Programming, Operating Systems, Computer Networks, Internet Technologies

Learning outcomes:

On completing this course students will

1. be familiar with different multimedia elements and used compression algorithms;

2. be familiar with human-computer interaction aspects of multimedia systems;

3. be able to use modern multimedia authoring systems for creating attractive multimedia applications;

4. be able to apply multimedia development methodologies to systematic development of multimedia applications.

Aims & Objectives:

The course will introduce the principles and current technologies of multimedia systems. It will cover technical areas, such as 

1. the representation and behaviour of different media;

2. data compression with respect to multimedia;

3. multimedia hardware and software;

4. computer technology; 

5. current multimedia applications and virtual reality.

Syllabus Contents (Main topics):

Algorithms for compression and decompression

Advanced rendering

Computer animation

Virtual reality

Multimedia information systems

Human-computer interaction aspects of multimedia systems

Hypermedia authoring systems

Teaching and Learning Methods:

The lectures provide the theoretical basis. The workshops involve every student to solve different tasks concerning work with multimedia systems.

Assessment Procedure:

Written test plus hands-on creating a multimedia application. The final mark is a weighted average of the test (40%) and the hands-on (60%).
Indicative Sources:

Books:

1. England E. & Finney A., Managing Multimedia, Addison-Wesley, 1999

2. Halsall F., Multimedia Communications, Addison-Wesley, 2001

3. McGloughlin S., Multimedia: Concepts and Practice, ISBN: 0130575062, Prentice Hall, 2001

4. Rees M., White A., White B., Designing Web Interfaces Interactive Workbook, ISBN: 0130858978, Prentice Hall, 2001

5. Steinmetz R., Nahrstadt K., Multimedia Fundamentals, Prentice Hall, 2002
