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Syllabi
Course Title:
Mathematics 1 

Course Code:
MA1

ECTS credits:
7
Course Status:
Core/elective

Prerequisites:
Learning outcomes:
After this course the students will understand the most fundamental mathematical concepts from the language of linear algebra and first course calculus. Then they will be able to use some modern system of computer algebra. 

Aims & Objectives:
The course aims are to:

1. give basic knowledge in the field of linear algebra and single variable calculus;
2. ensure a good foundation for further study of various mathematical courses. 
Syllabus Contents (Main topics):
Complex numbers and polynomials

Matrices, determinants

Systems of linear algebraic equations 

Limits of functions

Differential calculus of single variable functions

Basic integration methods

Teaching and Learning Methods:
40% ex cathedra, 60% hands-on
Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:
Books:

1. Apostol T.M., Calculus (one variable calculus, with an introduction to linear algebra), John Wiley & Sons, 1967.

2. Ayres F., Jr., E. Mendelson. Calculus, 4th. Ed., McGraw-Hill Book Company, 1999.

3. Ayres F., Jr., E. Mendelson. Differential equations, 2nd Ed., McGraw-Hill Book Company, 1994.

4. Sherman K. S. Calculus and Analytic Geometry, McGraw-Hill Book Company, 1987.

5. Stroyan K.D., Mathematical background: Foundations of infinitesimal calculus, Academic Press, 1997.

6. Swokowski E., J. Cole, D. Pence, M. Olinick, Calculus of a Single Variable, 1994.

7. Swokowski E., J. Cole, D. Pence, M. Olinick, Calculus of Several Variable, 1995.

8. Swokowski E. W. Calculus with Analytic Geometry, 4th Ed., PWS-Kent Publishing Company, 1988.
URLs (Web sites): 

Any site responding to the key words "calculus courses" and "linear algebra courses".

Course Title:
Introduction to Programming

Course Code:
IPR

ECTS credits:
6
Course Status:
Core/elective

Prerequisites:
Learning outcomes:
The course discuses with the basic terms in programming:

1. Data types and program’s constructions;

2. Problem solving, development and organization of algorithms;

3. Introduction to the most widely used application programs.
Aims & Objectives:
The course aims are:

1. basic knowledge and first steps in structured programming;
2. development of algorithms and skills to organize an efficient program for common applications;
3. work with some types of application software – word-processing, spreadsheets, databases etc.;
4. development of own project & practice.

Syllabus Contents (Main topics):
History of Computing

Basic data types

Fundamental programming constructs

Fundamental data structures

Basic algorithmic analysis

Algorithms and problem solving

Fundamental issues in intelligent systems
Social context of computing

Teaching and Learning Methods:
40% ex cathedra, 60% hands-on
Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.

Indicative Sources:
Books:

1. Delphi Developing Database Application Help, Inprise Corporation

2. Kantu M., Mastering Delphi, Sybex, 2001.

3. Matchet J, Visual programming with Delphi, QUEUE, 1998

4. Stephens D., Delphi Algorithms, SAMS Pub. 1999.

Course Title:
Programming Languages 

Course Code:
PL

ECTS credits:
7
Course Status:
Core/elective

Prerequisites:
Introduction to Programming

Learning outcomes:
On completing this course, the students will be able to design and code complex problems and to freely use the C/C++ programming language.

Aims & Objectives:
The aims of the course are to:

1. systemise students’ knowledge in the field of programming languages by a classification and comparative analysis of the latter;

2. extend the students' skills for programming in a procedural language;
3. introduce the basic principles of object-oriented programming.

Syllabus Contents (Main topics):
Overview of programming languages 

Fundamental programming constructs

Fundamental data structures
Non-linear structures

Files. Recursion
Component-based computing

Language issues 

Non-procedural programming languages

Object-oriented programming

Event-driven programming

Using APIs

Teaching and Learning Methods:
The lectures provide the theoretical basis. The workshops involve every student in actual design, coding and testing of short but complete problems.

Assessment Procedure:
Written test, including problems in different languages and different levels of difficulty

Indicative Sources:
Books:

1. Ghezzi C., M. Jazayeri, Programming Language Concepts, in English, John Wiley & Sons, June 1997, 3rd ed., ISBN: 0471104264

2. Kernighan B. W., R. Pike. The Practice of Programming, , Addison-Wesley, 1999

3. Muller P. Introduction to Object-Oriented Programming using C++, Globe wide Network Academy, (1997)

4. Prosise J. Programming Windows With MFC, Microsoft Press, 2nd edition, 1999

URL:

1. http://directory.google.com/Top/Computers/Programming/ 

2. http://safari.informit.com/
1. http://www.lotuswebtec.com/training
Course Title:
Discrete Structures

Course Code:
DS

ECTS credits:
7
Course Status:
Core/elective

Prerequisites:
Introduction to Programming, Mathematics 2

Learning outcomes:
The course gives students basic knowledge of discrete structures in computer science and information systems such as:  

1. Sets and relation in sets.

2. Graphs and trees.

3. Petri nets.

4. Markov chains and queuing systems.

Aims & Objectives:
1. Concept of a model and their classification.

2. Model’s types.

3. Nets for analyzing, synthesize and optimization.

Syllabus Contents (Main topics):
Functions, relations and sets

Basic logic

Boolean algebra and functions

Proof techniques

Graphs and trees

Queuing systems

Teaching and Learning Methods:
50% ex cathedra, 50% hands-on
Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:
Books:

1. Clote P., E. Kranakis. Boolean functions and computation models, Springer-Verlag, 2001.

2. Grimaldi R. Discrete and combinatorial mathematics, 3th ed., Addison-Wesley, 1993.

3. Hillman A. P. Discrete and Combinatorial Mathematics, 1993. 

4. Maurer S., A. Ralston. Discrete algorithmic mathematics, Addison-Wesley, 1991.

5. Reeves S., M. Clarke. Logic I computer science, Addison-Wesley, 1990.

6. Rosen K. H. Discrete Mathematics and its Applications, New York, McGraw-Hill Inc., 1991

7. Ross K. A. Discrete mathematics, 4th ed. Prentice Hall, 1999.

8. Truss J. Discrete mathematics for computer science, Addison-Wesley, 1991

Course Title: 
Computer Organization

Course Code:
CO

ECTS credits:
9
Course Status:
Core/elective

Prerequisites: 
Programming Languages, Discrete Structures
Learning outcomes:
After this course the students will:

1. be able to use the basics of the essential theory about the main components of a typical system and how they interact; 
2. know the architecture and implementation of modern high performance systems, including vector processors and parallel processors;
3. be able to use basic concepts, introduce performance models, and factors that limit the efficient use of the machines.
Aims & Objectives:
The aim of the course is to present:

1. The principles of machine level representation of data, such as the arithmetic and logic basis of computing;
2. The global organization of computer system and basic structure of different units;
3. The organization of system processes, interrupting, testing and diagnostics.
Syllabus Contents (Main topics):
Machine level representation of data

Arithmetic basis

Main signals and logic structure of a processor

Structure of arithmetic and logic unit

Structure of control unit

Structure of interrupt system

Input/output devices

External storage devices

Peripheral interfaces

System-level testing and diagnosis

Functional organization

Teaching and Learning Methods:
50% ex cathedra, 50% hands-on
Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:
Books:

1. Bell, G. The Future of High Performance Computers in Science and Engineering, Comm. ACM, Vol. 32, pp. 1091-1101, 1989. 

2. Bhuyan, L., Q. Yang,D. Agrawal. Performance of Multiprocessor Interconnection Networks, Computer, Vol. 22, No. 2, pp. 25-37, 1989.

3. Bouknight, W.J., et al. The ILLIAC-IV System. Proc. IEEE, April 1972, pp. 369-388. (reprinted in CSPE)

4. Buzbee, B. Remarks for the IFIP Congress '83 Panel on How to Obtain High Performance for High Speed Processors, Los Alamos National Laboratory Report LA-UR-84-1392, Los Alamos, NM, 1983. 

5. Denning P., W. Tichy. Highly Parallel Computation, RIACS Report TR-90.35, NASA Ames 

6. Dutta-Roy, A. Computers. IEEE Spectrum, Jan. 1999, p.46-51.

7. Gannon, D., J.Van Rosendale. On the Impact of Communication Complexity on the Design of Parallel Numerical Algorithms, IEEE Trans. Comput., Vol. C-33, pp. 1180-1194, 1984.   

8. Gepport, L. Solid State, IEEE Spectrum, Jan. 1998, p. 23-28. 

9. Hwang, K. Advanced Parallel Processing with Supercomputer Architectures, Proc. IEEE, Vol. 75, pp. 1348-1379, 1987. 

10. Hwang, K. Advanced Computer Architecture. McGraw-Hill, 1993.

11. Nitzberg, B., V. Lo. Distributed Shared Memory: A Survey of Issues and Algorithms, Computer, Vol. 24, No. 8, pp. 52-60, 1991.

12. Ortega, J., R. Voigt. Solution of Partial Differential Equations on Vector and Parallel Computers, SIAM, Philadelphia, PA, 1985. 

13. Parhami, B. Computer Arithmetic: Algorithms and Hardware Design. Oxford Univ. Pres, 2000.

14. Patterson, D.A. Reduced Instruction Set Computers, Comm. ACM 28(1), January 1985, pp. 8-20.

15. Stalling, W. Computer Organization and Architecture: Principles of Structure and Function 2nd ed.,McMillan Publ., 1990.

Course Title:
Computer Graphics

Course Code:
CG

ECTS credits:
7
Course Status:
Core/elective

Prerequisites:
Introduction to Programming, Algorithms and Data structures 
Learning outcomes:
On completion of this course the students should be able:

1. to design, analyze, program CG elements and systems;

2. to support and develop the Computer Graphics systems for Computer Human Interfaces & Interaction, games and etc.
Aims & Objectives:
The aims and objectives area encompassed by Computer Graphics (CG) is divided into two interrelated fields:

1. Computer graphics is the art and science of communicating information using images that are generated and presented through computation. The goal of computer graphics is to engage the person's visual centers alongside other cognitive centers in understanding.

2. Visualization seeks to determine and present underlying correlated structures and relationships in both scientific and more abstract datasets. 
Syllabus Contents (Main topics):
Fundamental techniques in graphics

Graphic systems

Geometric modelling

Basic rendering

Computer animation

Visualization 
Teaching and Learning Methods:
50% ex cathedral, 50% hands-on

Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty and/or a written test.  The final mark is formed as weighted average of the marks from the workshops, exam and the test
Indicative Sources:
Books:

1. Ammeraal L. Computer Graphics for Java Programmers, Addison Wiley

2. Forsyth D. Computer vision: A Modern Approach., University of California, Berkeley. Jean Ponce, University of Illinois at Urbana-Champaign, Prentice Hall, 2003

3. Giambruno M. 3D Graphics&Animation., Prentice Hall, 2002.

4. Hearn D. D. Computer Graphics with Open GL, 3/e., Hearn & Baker, Inc.M. Pauline Baker, University of Illinois, Urbana. Prentice Hall, 2004.

5. Hearn D. D. Computer Graphics, C Version 2/e, Hearn & Baker, Inc., M. Pauline Baker, University of Illinois, Prentice Hall , 1997

6. Laszlo M. Computional Geometry and Computer Graphics in C++., Nova Southeastern University, Prentice Hall, 1996

7. Watt A.. 3D Computer Graphics (Third Edition), Addison Wesley, 2001.

Course Title:
Social Context of Computing

Course Code:
SCC

ECTS credits:
6
Course Status:
Core/elective

Prerequisites:
Learning outcomes:
The students receive knowledge about:

1. social aspects of computing;

2. responsibilities, privacy and computer crime of experts in computing.

Aims & Objectives:
The aims of course are:

1. to give knowledge in different social contexts of computing;
2. to provide a broad understanding of the impact of information technology on humanity and the environment;

3. to explore the importance of knowing one's belief system and values when confronting issues at the workplace and what it means to take social responsibility;
4. to monitor one's own personal development. 
Syllabus Contents (Main topics):
Social context of computing

Methods and tools of analysis

Professional and ethical responsibilities

Risks and liabilities of computer-based systems

Intellectual property

Privacy and civil liberties

Computer crime

Teaching and Learning Methods:
50% ex cathedra, 50% hands-on
Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:
Books:

1. Ayres R. The Essence of Professional Issues in Computing, Prentice Hall, 1999.
 2. Devaraj S., R. Kohli, The IT Payoff: Measuring the Business Value of Information Technology Investments by Financial Times Prentice Hall; 1st edition, 2002.

3. Johnson, D., Computer Ethics, Prentice-Hall, Upper Saddle River, New Jersey, 2001. 

4. Kallman Ernest A and Grillo John P - Ethical Decision Making and Information Technology, McGraw-Hill,1996.
5. Spinello R - Ethical Aspects of Information Technology,  Prentice Hall ISBN 0-13-045931-3,1995.

URLs (Web sites)

http://www.cs.mdx.ac.uk/staffpages/penny
Course Title:
Business Fundamentals

Course Code:
BF

ECTS credits:
6
Course Status:
Core/elective

Prerequisites:
Mathematics 1, Discrete Structures, Algorithms and Data structures
Learning outcomes:
After this course the students will be able:

1. to make information and business analysis;

2. to understand technology and documents for electronic business;

3. to analyse economical aspects of information systems.
Aims & Objectives:
The course aims are:

1. management of electronic business;

2. fundamentals of technology for E-commerce. 
Syllabus Contents (Main topics):
Information and business analysis

Electronic document management systems

Technology of electronic business

Economical aspects of software engineering

Economic issues in computing

Teaching and Learning Methods:
40% ex cathedra, 60% hands-on
Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:
Books:

1. Anthony R. N., J. Dearden, V. Govindarajan, Management control systems, Irwin cor. USA, 1992.

2. Berman B., J. Evans. Retail Mnagement. A strategic approach, Macmillan Publ. Cor., NY, 1989.

3. Freeman-Bell G., J. Balkwill. Management in Engineering, Prentice Hall, NY, 1993

4. Watson H. J., A. B. Carroll, R. I. Mann. Information systems for managements, Irwin, Illinois,1991.

URLs (Web sites):

http://www.elearningwave.com
Course Title:
Fundamentals of Information Systems

Course Code:
FIS

ECTS credits:
7
Course Status:
Core/elective

Prerequisites:
Software Engineering, Databases

Learning outcomes:
Upon completion of this course, students should:

1. know information systems components and relationships;

2. be able to analyse quality, value and cost of information;

3. have basic knowledge in information systems design.

Aims & Objectives:
The aims of this course are:

1. to introduce fundamentals in information systems theory;

2. to give students knowledge  about particular features of information;

3. to provide the necessary skills for information systems design.

Syllabus Contents (Main topics):
System concepts

System components and relationships

Quality of information

Value of information

Cost of information

Design of information systems

Specification of information systems

Teaching and Learning Methods:
40% ex cathedra, 60% hands-on
Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:
Books:

1. Avison D. E., G. Fizgerald. Information Systems Development: methodologies, techniques and tools, McGraw-Hill, 1995

2. Devaraj S., R. Kohli,The IT Payoff: Measuring the Business Value of Information Technology Investments Financial Times Prentice Hall; 1st ed., 2002.

3. Fertick L. Systems analysis and design- with CASE tools, Prentice-Hall, 1992

4. Flynn D., Information Systems Requirements: Determination and Analysis, McGraw-Hill, (1998).

5. Tanaka K., S. Ghandeharizadeh, Information Organisation and Databases, 2000

URLs (Web sites)

http://www.elearningwave.com/
http://www.db.stanford.edu/~ullman/fcdb.html
Course Title:
Software Engineering

Course Code:
SWE

ECTS credits:
9
Course Status:
Core/elective

Prerequisites:
Introduction to Programming, Programming Languages, 

Algorithms and Data Structures
Learning outcomes:
Upon completion of this course, students should be able to:

1. identify and discuss the technical and engineering activities of producing a software product;

2. describe issues, principles, methods and technology associated with software engineering theory and practices;

3. work as a part of a team, use a software development process to develop a software product.

Aims & Objectives

The aims of this course are:

1. to provide an overview of software engineering as a discipline;

2. to explain the software life cycle and its phases including the deliverables that are produced;

3. to select, with a justification the software development models most appropriate for the development and maintenance of a diverse range of software products;

4. to explain the role of process maturity models;

5. to cover basic knowledge about software requirements, software design, software construction, software management and software quality;

6. to compare the traditional waterfall model to the incremental model, the object-oriented model and other appropriate models.

Syllabus Contents (Main topics):
Life cycle of a software product

Software requirements and specifications

Software testing and validation

Software evolution

Software documentation

Software tools and environments

Specialized system development

Software project management

Design for testability

Software approaches and software fault-tolerance

Teaching and Learning Methods:
40% ex cathedra, 60% hands-on
The lecture topics give the main theoretic aspects of the considered problems. These are further developed in workshops by introducing case studies. Students gain experience, via a team project, about life-cycle development of software systems.
Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:
Books:

1. Humphrey W.S., Introduction to the Team Software Process, Massachusetts: Addison-Wesley, 1999.

2. Koomen T., M. Pol, Test process improvement: a practical step-by-step guide to structured testing, Addison-Wesley, 1999.

3. IEEE Std. 829 – 1998, IEEE Standard for Software Test Documentation.

4. ISO/IEC 12207:1995, Information Technology – Software life cycle processes.

5. Jackson M.A. Requirements and Specifications.- Wokingham: Addison-Wesley,1995

6. Jacobson I., Christerson M. et al. Object-Oriented Software Engineering.- Wikingham: Addison-Wesley,1993.

7. Laarman C. Applying UML and Patterns, Prentice Hall, 2001.

8. Marciniak J.J., Encyclopedia of Software Engineering, New York: John Wiley & Sons, Inc., 1994. 

9. Perry W., Effective Methods of Software Testing, John Wiley & Sons, Inc., 2000.

10. Pfleeger S., Software Engineering: Theory and Practice, New Jersey: Prentice Hall, 1998.

11. Pressman R.S., Software Engineering: A Practitioner’s Approach, New York: McGraw-Hill, 1997.

12. Sommerville I. Software Engineering. 6th ed. Pearson Education, 2001

URLs (Web sites):

http://www.software-engin.com/
http://www.cmcrossroads.com/bradapp/docs/patterns-intro.html
http://www.cs.brown.edu/courses/cs032/resources.htm
http://mingo.info-science.uiowa.edu/soft-eng/
Course Title:
Databases

Course Code:
DB

ECTS credits:
9
Course Status:
Core/elective

Prerequisites:
Introduction to Programming, Programming Languages, 

Software Engineering, Algorithms and Data Structures

Learning outcomes:
On completion of this course the students should be able to:

4. identify the stages in the database design lifecycle, and discuss the significance and limitations of each stage in terms of its combination towards the production of an effective database;
5. demonstrate understanding of the relational data model;

4. undertake the development of a database from a conceptual level, through logical design, performance analysis, and implementation, providing appropriate query and reporting facilities for users;
5. evaluate the developed database against user requirements. 
Aims & Objectives:
The objective of this course is to study both the theoretical and practical aspects of database systems. The aims of this course are:

1. capture, digitization, representation, organization, transformation, and presentation of information, to make algorithms for efficient and effective access and updating of stored information, data modelling and abstraction and physical file storage techniques; 
2. encompass information security, privacy, integrity, and protection in a shared environment. 
2. develop conceptual and physical data models, determine, select and implement an appropriate DB and IT solution, including scalability and usability.
Syllabus Contents (Main topics):
Data modeling

Architecture of DBMS

Relational databases

Object-oriented databases

Database query languages

Data warehousing and mining

Transaction processing

Life cycle of information systems development

Information storage and retrieval

Data security and integrity

Teaching and Learning Methods:
40% ex cathedra, 60% hands-on
Assessment Procedure:
Written exam including test and a number of problems from the main theory of databases. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:
Books:

1. Connoly T., C. Begg. Database Systems: a Practical Approach to Design, Implementation and Management, Addison-Wesley, 2001.

2. McFadden F., J. Hoffer, Modern Database Management, Addison-Wesley, 2000.

3. Molina H.G., J. D. Ullman, J. Widom. Database Systems – the complete book.

4. Shah N. Database Systems Using Oracle

5. Rajshekhar Sunderraman, Oracle 8 Programming

6. Richard Earp, Sikha Bagui, Learning SQL

URLs (Web sites):

http://tinman.cs.gsu.edu/~raj/index.html
http://www-db.stanford.edu/~ullman/
http://www-db.stanford.edu/~widom/
http://www.kirtland.cc.mi.us/cis/CIS235/
http://www-db.stanford.edu/~widom/cs145/
Course Title:
Operating Systems

Course Code:
OS

ECTS credits:
7
Course Status:
Core/elective

Prerequisites:
Introduction to Programming, Programming Languages, 

Computer Organization, Software Engineering, 

Computer Architectures

Learning outcomes:
On completion of this course the students should be able to:

1. describe the essential components of an operating system;

2. analyse the main components of three different types of OS – single-user single tasking, single-user multi-tasking, multi-user multi-tasking;

3. evaluate the operating system against the user requirements.

Aims & Objectives:
The course aims are:

1. to equip students with an integrated view of modern operating systems;

2. modularity, concurrency and distribution are the unifying themes, both within the design of OS and in the systems supported by OS;

3. to provide a practical guide using as a basis the familiar OS of UNIX and Windows 2000.

Syllabus Contents (Main topics):
Operating system overview

Operating system principles

Process description and control

Concurrency

Scheduling and dispatch

Memory management

I/O management and disk scheduling

File management

Security and protection

Teaching and Learning Methods:
40% ex cathedra, 60% hands-on
The lecture topics give the main theoretic aspects of the considered problems. These are further developed in workshops by introducing case studies. In some of the workshops the students study the main commands of the corresponding OS, and in the other workshops simulation software tools are used to explore and study the OS.

Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:
Books:

1. Bacon J., T. Harris, Operating Systems – concurrent and distributed software design. Addison-Wesley, 2003.

2. Bic L., A. Shaw. Operating Systems Principles, Prentice Hall, 2003.

3. Nutt G. Operating Systems: A Modern Perspective, Addison-Wesley, 2002.

4. Ritchie C., Operating Systems incorporating UNIX & Windows, Letts Educational, 1997.

5. Silberschatz A., P. Galvin, G. Gagne. Operating Systems Concepts, John Wiley & Sons, 2003.

6. Solomon D., M. Russinovich. Inside Microsoft Windows 2000, Microsoft Press, 2000.

7. Stallings W., Operating Systems, Prentice Hall, 2001.

8. Tanenbaum A.S.,  A.S. Woodhall, Operating Systems, Design and Implementation, Prentice-Hall, 1997.

9. Welsh M., M. Dalheimer, T. Dawson, L. Kaufman. Running Linux, O'Reilly and Associates, 2002.

URLs (Web sites)

www.cis.temple.edu/courses-os.html
www.williamStallings.com/os4e.html
www.mines.edu/fs_home/tcamp/GUI/index.html
www.cs.vu.nl/~ast/minix.html
www.bochs.com
Course Title:
Networks and Telecommunication

Course Code:
NT

ECTS credits:
7
Course Status:
Core/elective

Prerequisites:
Computer Architectures, Computer Security
Learning outcomes:
After this course the students will be able to use freely:

1. the basics of the essential theory of digital transmission;

2. the protocol basics and implementation methods, legacy and wireless LANs, HS LANs;

3. the transparent and source routing bridges, packet switching and frame relay networks/protocols;

4. the internet working architectures, protocols and routing algorithms;
5. the multi-service broadband networks, TCP/IP;
6. the OSI application protocols, data encryption and network security, network management structures like SNMP and CMIP.

Aims & Objectives:
Systemise students’ knowledge in the field of:
1. digital leased circuits;
2. protocol basics including specification and implementation methods; 

3. legacy, wireless LANs and High-speed LANs;
4. internetworking architectures, protocols and routing algorithms; 

5. data encryption and network security algorithms; 

6. network management architectures.
Syllabus Contents (Main topics):
Data communication

Telecommunication configurations

Network and WWW applications

Distributed systems

Wired and wireless applications

Topologies and protocols

Networks and telecommunications hardware

Network management

Network performance

Teaching and Learning Methods:
50% ex cathedra, 50% hands-on
Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:
Books:

1. Halsal. F. Data Communications, Computer networks and Open Systems 4th Ed. - Addison-Wesley. 1996

2. Kurose J. F. Computer Networking: A Top-Down Approach Featuring the Internet
3. Stallings, W. Data and Computer Communications. 6th Ed. - 2000
4. Wang W. Steal This Computer Book 3: What They Won't Tell You About the Internet 

URLs (Web sites)

http://www.amazon.com/exec/obidos
http://www.protocols.com
http://www.rad.co.il/

http://www.citforum.ru/

http://www.data.com/tutorials
http://www.iec.org/
http://www.cisco.com
Course Title:
Information Systems Basics

Course Code:
ISB

ECTS credits:
7
Course Status:
Core/elective

Prerequisites:
Software Engineering, Databases, 

Fundamentals of Information Systems
Learning outcomes:
After this course the students will be able:

1. to use templates and macros;

2. to know data organization and management;

3. to work with widely spread application and system software.

Aims & Objectives:
The aims of the course are:

1. work with templates and macros;

2. development of application and system software.

Syllabus Contents (Main topics):
Work productivity concepts

Templates and macros

Reuse of information systems

Organization and management of data

Application software

System software

Package software solutions

Teaching and Learning Methods:
50% ex cathedra, 50% hands-on
Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:
Books:

1. Avison D. E., G. Fizgerald. Information Systems Development: methodologies, techniques and tools, McGraw-Hill, 1995

2. Booch G. Object – oriented design with applications, Addison-Wesley,1991

3. Connor D. Information systems specification and design road map, Prentice-Hall, 1985

4. Layzell P., P. Loucopoulos. Systems analysis and development, Chartwell-Bratt, 1993

URLs (Web sites)

http://www.lotuswebtec.com/training/ 

Course Title:
Information Systems Theory and Practice
Course Code:
ISTP
ECTS credits

Course Status:
Core/elective

Prerequisites:
Fundamentals of Information Systems,  Information Systems Basics
Learning outcomes

After this course the students will have the base knowledge about:

1. organization theory for information systems;
2. elements of information systems;
3. information systems projection.
Aims & Objectives

Systemise students’ knowledge in the field of theory and projection of information systems.
Syllabus Contents (Main topics)

Systems theory and concepts

Information systems and organization theory

Decision support

Information systems quality

Information systems levels

Information systems strategies

Systems components and relationships
Teaching and Learning Methods

50% ex cathedra, 50% hands-on
Assessment Procedure

Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources

Books:

1. Alter S., Information Systems: A Management Perspective (3rd Edition), Addison-Wesley Publishing, 1999.

2. Avison D. E., G. Fitzgerald. Information systems development: methodologies, techniques and tools ,3. ed. London : McGraw-Hill, 2002

3. Devaraj S., R. Kohli. The IT Payoff: Measuring the Business Value of Information Technology Investments, Financial Times Prentice Hall; 1st edition, 2002.

4. Laudon K. C., J. P. Laudon. Management Information Systems: Managing the Digital Firm (7th Edition) by Kenneth C., Prentice Hallbook, 2001. 

5. Shanks G., P. B. Seddon, L. P. Willcocks. Second wave enterprise resource planning systems: implementing for effectiveness / edited. Cambridge University Press, New York, 2003.

URLs (Web sites):

http://www.elearningwave.com
http://www.softwaretraining101.com
Course Title:
Information Systems Development

Course Code:
ISD

ECTS credits:
7
Course Status:
Core/elective

Prerequisites:
Software Engineering, Databases, Fundamentals of Information Systems, Information Systems Basics, Algorithms and Data Structures, Testing & Fault-Tolerance, Computer Security, Human-Computer Interaction
Learning outcomes:
After this course students should have the following knowledge:

1. the theory of information systems development;

2. the basic methods and development tools;

3. information system testing;
4. specific topics of information systems. 

Aims & Objectives:
The aims of course are:

1. to introduce the basics of information system development;

2. to give knowledge about specific system development.

Syllabus Contents (Main topics):
Approaches to system development

System development theories

System development concepts and methodologies

System development tools

Application planning

Systems testing and implementation strategies

Specific information systems development

Teaching and Learning Methods:
50% ex cathedra, 50% hands-on
Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:
Books:

1. Andersen, E.S., K.V. Gruide. Goal Directed Project Management, 1995.

2. Avison D. E., G. Fizgerald. Information Systems Development: methodologies, techniques and tools, McGraw-Hill, 1995

3. Layzell P., P. Loucopoulos, Systems analysis and development, Chartwell-Bratt, 1993.

4. McLeod, R., System Analysis and Design. An Organisational Approach, 1997.
5. Tom De Marco, Structured analysis and systems specification, Prentice-Hall, 1979.  

URLs (Web sites)

http://www.db.stanford.edu/~ullman/fcdb.html
Course Title:
Taking Information Systems in Use

Course Code:
TIU

ECTS credits:
7
Course Status:
Core/elective

Prerequisites:
Social Context of Computing, Business Fundamentals, 

Information Technologies and Management, 

Introduction to Management
Learning outcomes:
After this course students will:

1. have knowledge about methods of critical information systems;

2. take into account different consideration;

3. know how to install, upkeep and upgrade information systems. 

Aims & Objectives:
The course aims are:

1. to give knowledge about technical, organizational, personnel and client considerations of information systems in use;

2. to develop practical skills in information systems.

Syllabus Contents (Main topics):
Technical considerations

Methods of acquiring information systems

Organizational considerations

Personnel considerations

Client considerations

Information system installation

Information system upkeep

Information system upgrading

Teaching and Learning Methods:
40% ex cathedra, 60% hands-on
Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:
Books:

1. Avison D.E., Information Systems Development: A Database Approach, Blackwell, (1993).

2. Flynn D., Information Systems Requirements: Determination and Analysis, McGraw-Hill, 1998.

3. Graham I., Object-Oriented Methods, Addison-Wesley, (1994).

4. Laarman C., Applying UML and Patterns, Prentice Hall, (2001).

5. Lee R.C., W.M. Tepfenhart, UML and C++: A Practical Guide to Object-Oriented Development, New Jersey: Prentice Hall, (2001).

URLs (Web sites)

http://www.elearningwave.com/
http://www.db.stanford.edu/
Course Title:
Information Technologies and Management

Course Code:
ITM

ECTS credits:
7
Course Status:
Core/elective

Prerequisites:
Introduction to Management
Learning outcomes:
After this course the students will:

1. demonstrate basic knowledge of information technologies theory and management;
2. have basic knowledge in information models and systems, and information storage and retrieval;
6. design information systems;
7. have knowledge in decision and general organization theory.

Aims & Objectives:
The aims of this course are:

1. to ensure the understanding of information systems;

2. to give students practical skills for design and management of information systems;

3. to use decision theory in management process.
Syllabus Contents (Main topics):
Information models and systems
Information storage and retrieval

Information systems management
Project and risk management

Decision theory
General organization theory

Managing the process of change
Data modelling

Teaching and Learning Methods:
40% ex cathedra, 60% hands-on
Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:
Books:

1. Alter S. Information Systems: A Management Perspective, 3rd ed. Addison-Wesley, 1999.

2. Avison D.E., G. Fitzgerald Information systems development: methodologies, techniques and tools, 3d ed. London : McGraw-Hill, 2002.

3. Baeza-Yates R., B. Ribeiro-Neto. Modern information retrieval, Addison_Wesley,1999.

4. Jensen F.V., Bayesian Networks and Decision Graphs, Springer-Verlag, 2001.

5. Kowalski, G.J. Information Storage and Retrieval Systems,Kluwer Academic Publisher, 2000.

6. Laudon K.C., J. P. Laudon Management Information Systems: Managing the Digital Firm, 7th ed., Prentice Hallbook, 2001. 

6. Tanaka, K., S. Ghandeharizadeh, Information Organisation and Databases, 2000.

URLs (Web sites)

http://www.elearningwave.com/
Course Title:
Information Systems and Work

Course Code:
ISW

ECTS credits:
7
Course Status:
Core/elective

Prerequisites:
Social Context of Computing, Business Fundamentals, 

Information Systems Theory and Practice
Learning outcomes:
After this course the students will know about:

1. basic organization of data;

2. data management;

3. ethical problems and risks with computer-based systems and private property.
Aims & Objectives:
The aims of course are to:

1. give extra knowledge about data organization and managements.
2. develop knowledge about social, professional and ethical aspects of information systems.
Syllabus Contents (Main topics):
Work productivity concepts

Organization and management of data

Social context of computing

Professional and ethical responsibilities

Risks and liabilities of computer-based systems

Intellectual property

Teaching and Learning Methods

50% ex cathedra, 50% hands-on
Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:
Books:

1. Avison D.E., Information Systems Development: A Database Approach, Blackwell, 1993.

2. Devaraj S., R. Kohli, The IT Payoff: Measuring the Business Value of Information Technology Investments by Financial Times Prentice Hall; 

1st edition, 2002.
3. Flynn D., Information Systems Requirements: Determination and Analysis, McGraw-Hill, 1998.

4. Scot G. M. Principles of management information systems, Donnelley &Sons Corp., 1990

5. Watson H.J., A. B. Carroll, R.I. Mann. Information systems for managements, Irwin, Illinois, 1991.

URLs (Web sites)

http://www.cs.mdx.ac.uk/staffpages/penny
Course Title:
Mathematics 2 

Course Code:
MA2

ECTS credits:
6
Course Status:
Core/elective
Prerequisites:
Mathematics 1

Learning outcomes:
After this course the students will understand and utilize some widely used classical principles of applied mathematics like:

1. differential and integral applications;
2. fourier transforms;
3. basic numerical methods.

Aims & Objectives:
The course aims are to:

1. give knowledge in many aspects in the field of single variable calculus and its straightforward application;
2. provide a basis for further studying of stochastic methods. 
Syllabus Contents (Main topics):
Definite integral and applications

Differential equations

Function of complex variables, Fourier series

Operation calculus and application

Numerical methods

Teaching and Learning Methods:
50% ex cathedra, 50% hands-on
Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:
Books:

1. Atkinson K. E. An Introduction to Numerical Analysis. John Wiley & Sons, Inc., N.Y., 1978.

2. Chapra S. C., R. P. Canale. Numerical Methods for Engineers with Personal Computer Applications. Mc Graw- Hill, Singapore, 1985.

3. Hartley P. J., A. A. Wynn- Evans. Structured Introduction to Numerical Mathematics. Stanley Thrones Ltd. England, 1979.

3.  Mauch S. Introduction to method of applied mathematics – advanced mathematical methods for scientists and engineers, 2002. 

4. Orthega J. M., W. G. Fr. Pode.  An Introduction to Numerical Methods for Differential Equations. Pitman Publishing Inc., Massachusetts, 1981.
5. Swokowski E., J. Cole, D. Pence, M. Olinick, Calculus of Several Variable, 1995.

URLs (Web sites): 

Any site responding to the key words "calculus courses", "lnear algebra courses", "differential equations courses", "Fourier series courses", "operation calculus", “numerical methods”. 
Course Title:
Introduction to Management

Course Code:
IM

ECTS credits:
6
Course Status:
Core/elective
Prerequisites:
Business Fundamentals
Learning outcomes:
After this course the students will have basic knowledge in:

1. the use of information technologies for organization to support business processes and management decision making;

2. the appropriate managerial approach to effective software and systems development in e-commerce;

3. the effect of information technology on organizational design strategies;

4. the change in technological management in the organization.

Aims & Objectives:
The aims of this course are:

1. to understand market mechanism and its organisation; 

2. to receive basic information about production, economic cycle;

3. to design and introduce company information and marketing systems;

4. to explore investment, crediting and finance systems.

Syllabus Contents (Main topics):
Software project management

Market mechanism
Public sector and tax system

Consumer behaviour
Production, expenses and income of a firm

Price-forming of manufacturing factors
Economic cycle

Company information systems
Marketing systems

Investment and crediting systems
Finance and accountancy systems

Teaching and Learning Methods:
40% ex cathedra, 60% hands-on
Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:
Books:

1. Boddy D., R. Paton. Management: an introduction, Pearson Education, 1998.

2. Deakins D., M. Freel. Entrepreneurship and Small Firms, McGraw-Hill,1999.

3. Jobber D. Principles and Practices of Marketing, McGraw-Hill, 2001.

4. Handy C.B. Understanding organizations, Penguin Books Ltd., 1993.

5. Rosenfeld R.H., D. Wilson. Managing Organizations: text, readings and cases, McGraw-Hill, 1998.

6. Watson H. J., A. B. Carroll, R. I. Mann. Information systems for managements, Irwin, Illinois,1991.

URLs (Web sites):

http://www.softwaretraining101.com/
http://www.csom.umn.edu/
http://elearningwave.com/
Course Title:
Algorithms and Datastructures

Course Code:
ADS

ECTS credits:
6
Course Status:
Core/elective
Prerequisites:
Programming Languages, Discrete Structures
Learning outcomes:
After this course the students will know:

  1. linear, non-linear structures and recursion;

2. algorithmic analysis and strategies;

3. the basics of cryptographic and compression techniques.
Aims & Objectives:
1. Deep understanding of different kinds of data structures.
2. Basic algorithmic skills how to encode an algorithm to program.
3. Program synthesises based on classic algorithms.
4. Evaluate algorithm’s asymptotic complexity, and their computation complexity.
5. Basic knowledge of cryptographic algorithms and data compression.

Syllabus Contents (Main topics):
Fundamental data structures
Files

Non-linear structures

Basic algorithmic analysis
Algorithmic strategies

The complexity classes P and NP

Fundamental computing algorithms
Basic computability theory

Algorithms for compression and decompression
Cryptographic algorithms

Teaching and Learning Methods:
40% ex cathedra, 60% hands-on
Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:
Books:

1. Buyens J. Web Database Development, Microsoft Press 2002

2. Mastering Windows Programming with Borland C++, SAMS, 1996

3. McHugh J.A. Algorithmic graph theory. Prentice Hall, Englewood Cliffs, NY, 1990.

4. Murray W., C++ in Depth, McGraw Hill, 1998

5. Wais, Algorithm & Program Synthesis, Queue, 2001.

6. Weliss M.A. Data Structures and Algorithms Analysis, The Benjamin/Cumming Publishing Company, 1995,

7. Stephens D., Delphi Algorithms, SAMS Pub, 1999.

URLs (Web sites)

http://www.pearsoneduc.com
Course Title:
Computer Peripherals

Course Code:
CP

ECTS credits:
6
Course Status:
Core/elective
Prerequisites:
Programming Languages, Computer Organization
Learning outcomes:
At the end of this course the students should be able to:

1. apply codes for error detecting and correcting;

2. understand the features and operation of CP;

3. control CP;

4. know different interfaces;

5. test and install CP.

Aims & Objectives:
The aims of this course are:

1. to work, test and install computer peripherals;

2. to know peripheral interfaces and interrupt system.
Syllabus Contents (Main topics):
Error detecting and correcting codes

Structure of interrupt system

Input/output devices

External storage devices

Peripheral interfaces

Teaching and Learning Methods:
40% ex cathedra, 60% hands-on
Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:
Books:

1. Barry M. Cook & Neil White. Computer Peripherals, 3d ed., British Library Cataloguing in Publication Data, UK, 1995. 

2. Stalling, W. Computer Organization and Architecture: Principles of Structure and Function (2nd edition), McMillan Publishing, 1990.

URLs (Web sites):

http://sentosa.sas.ntn.edu.sg:8000/
http://howstaffworks.com/
http://services.cu.edu.eg/coures/
Course Title:
Testing & Fault-Tolerance

Course Code:
TFT

ECTS credits:
6
Course Status:
Core/elective
Prerequisites:
Discrete Structures, Software Engineering
Learning outcomes:
At the end of the course the students will have knowledge in:

1. the faults and their manifestations;

2. the error detection, protective redundancy and fault-tolerance software;

3. the measures of fault - tolerance - case studies.
Aims & Objectives:
The course aims are to give:

1. knowledge about the generation methods for fault and test;

2. knowledge in error detecting and correcting codes and fault-tolerant system design;

3. understanding of verification methods for real-time systems.

Syllabus Contents (Main topics):
Faults and fault models in digital circuits

Test generation methods

Design for testability

Testing non-stuck-at faults

System-level testing and diagnosis

Reliability and fault tolerance definitions

Error detecting and correcting codes

Fault-tolerant system design

Software approaches and software fault-tolerance

Verification methods for real-time systems

High integrity software systems

Teaching and Learning Methods:
40% ex cathedra, 60% hands-on
Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:
Books:

1. Bentley J. An Introduction to Reliability & Quality Engineering, Pearson Education, 1999

2. Kales P. Reliability, Pearson Education, 1998.

URLs (Web sites)

http://www.dell.com/us/en/dhs/learnmore/
http://www.sevices.cu.edu.eg/course/
http://systems.webopedia.com/TERM/F/fault_tolerance.html
Course Title:
Computer Security

Course Code:
CS

ECTS credits:
5
Course Status:
Core/elective
Prerequisites:
Algorithms and Data structures, Testing & Fault-Tolerance
Learning outcomes:
At the end of the course the students will deal with:

1. the basic cryptography’s methods;

2. the security in computing and their latest developments;
3. the development of the cryptography and network security.

Aims & Objectives:
The course aims are to:

1. explain all types of security – from centralised systems to distributed networks and contemporary security technologies;

2. discuss measures for viruses and intruders, using of firewalls and trusted systems; 

3. cover important network security tools and applications.

Syllabus Contents (Main topics):
Cryptographic methods

Security and protection

Data security and integrity

Cryptographic algorithms
Teaching and Learning Methods:
40% ex cathedra, 60% hands-on
Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.

Indicative Sources:
Books: 

1. Alexander, M. The Underground Guide to Computer Security, 1996.

2. Curtin, M., Building Trust, 2001.

3. Ferguson N. , B. Schneier. Practical cryptography, 2003.

4. Menezes A., P. van Oorschot, S. Vanstone. Handbook of Applied Cryptography, CRC  Press, 1997.

URLs (Web sites):

http:// www.shore.net/~ws/security.html
Course Title:
Computer Architecture

Course Code:
CA

ECTS credits:
6
Course Status:
Core/elective
Prerequisites:
Programming Languages, Discrete Structures, 

Computer Organisation, Operating Systems, Computer Peripherals
Learning outcomes:
After this course the students will know:

1. the special features of different computer architectures;

2. the main principles of computer systems building, performance evaluation and fault tolerance design;

3. memory organization, bus structure, input-output organization;
4. programming in Assembly language.
Aims & Objectives:
The course aims are to:

1. systemise student’s knowledge about global organization of the low and high level computational processes in computer systems and special features of contemporary architectural models;

2. present the main principles of different computer units connecting and communication;
3. present some methods for system performance evaluation and fault tolerance design.
Syllabus Contents (Main topics):
Structure of interrupt system
Peripheral interfaces

Fault-tolerant system design
Basic computer architectures
Pipelining

Assembly level machine organization
Programming in Assembly language

Memory system organization and architecture

Bus organization of a computer
Interfacing and communication

Functional organization
Performance enhancements

Programming in Assembly language

Teaching and Learning Methods:
40% ex cathedra, 60% hands-on
Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:
Books: 

1. Hwang, K. Advanced Computer Architecture, McGraw-Hill, 1993. 

2. Hennessy, J.L., D.P. Patterson. Computer Architecture – A Quantitative Approach (3rd edition), MK Publ., 2003.

3. Nitzberg, B., V. Lo. Distributed Shared Memory: A Survey of Issues and Algorithms, Computer, Vol. 24, No. 8, pp. 52-60, 1991. 

4. Stone, H. High-Performance Computer Architectures. N.Y., 1990. 

URLs (Web sites)

http:// www.mkp.com/CA3/
Course Title:
Real-time Systems

Course Code:
RTS

ECTS credits:
5
Course Status:
Core/elective
Prerequisites:
Networks and Telecommunication, Testing & Fault-Tolerance, 

Computer Architecture
Learning outcomes:
At the end of the course the students will know:

1. fundamentals of the embedded systems;

2. some real-time programming languages;

3. planning algorithms;

4. mechanisms for task and environment  interactions; 

5. testing and debugging;

6. advanced software systems.
Aims & Objectives:
The aims of course are:

1. assimilation of RTS;
2. methodology for RTS development;
3. verification methods for RTS; 

4. work in the control circle. 

Syllabus Contents (Main topics):
Fundamentals of embedded systems
Classification of embedded systems

Language issues

Real-time systems overview
Decomposition of real-time systems

Task management of real-time systems
Real-time planning algorithms

Verification methods for real-time systems
High integrity software systems

Teaching and Learning Methods:
40% ex cathedra, 60% hands-on
Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:
Books: 

1. Burns A., A. Wellings, Real-Time Systems and Programming Languages, 3d ed., Addison Wesley, 2001. ISBN 0-201-72998-1.

2. Bovet, D.P., C. Marco. Understanding the LINUX kernel. O’Reilly & Associates, 2001.

3. Krishna C. M., K. G. Shin, Real-Time Systems, McGraw Hill, 1997. ISBN 0-07-114243-6 
4. Schoitsch E. Software Engineering Aspects of Real-Time Programming Concepts. – Computer Physics Communications, 1986, No 41.

URLs (Web sites)

www.c-for-dummies.com
www.eg3.com/real/index.htm
www.real-time.org
www.realtime-info.be
Course Title:
Human-Computer Interaction
Course Code:
HCI

ECTS credits:
6
Course Status:
Core/elective
Prerequisites:
Computer Graphics, Computer Organisation, Social Context of Computing, Software Engineering, Databases, Information Systems Development, Computer Peripherals
Learning outcomes:
On completion of this course the students should be able to:

1. demonstrate a critical awareness of current techniques of task analysis, dialogue design, user interface implementation and ergonomic design;

2. perform each of these within a specific human-computer work environment;

3. critically appraise methods and guidelines for HCI evaluation, and recommend and justify a set of evaluation techniques and evaluative criteria;

4. demonstrate knowledge of a wide range of interfacing techniques and styles by designing and evaluating an improved design for a given user interface.

Aims & Objectives:
The aims of this course are:

1. to equip students with an integrated view of modern human-computer interactions;

2. to explore theoretical and practical issues in the design, implementation and evaluation of user interfaces and human-computer interaction;

3. to discuss user interface concerns that are fundamental to the success of any software systems and social & ethical aspects of human-computer interaction.

Syllabus Contents (Main topics):
Using APIs
Component-based computing
Visualization

Foundation of human-computer interaction 

Building a simple graphical user interface
Graphical user interface design
Teaching and Learning Methods:
40% ex cathedra, 60% hands-on
Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:
Books:

1. Dix A. J. Human-Computer Interaction, Prentice-Hall, 1998.

2. Faulkner C. The essence of human-computer interaction, Prentice-Hall, 1997.

3. Hobbs D., D. Moore. Human-Computer Interaction, Financial Times Management, 1998.

4. Preece J., L. Keller. Human-Computer Interaction. Prentice Hall.

5. Shneiderman B., Designing the User Interface: Strategies for Effective Human-Computer Interaction, Addison-Wesley, 1998.

URLs (Web sites)

http://infolab.kub.nl/pub/theses/w3thesis/Hci/hci.html
http://sigchi.org/cdg/cdg2.html
http://www.wedopedia.com/
http//www.cs.appstate.edu/~crr/cs4570_spr00/
Course Title:
Intelligent Systems

Course Code:
IS

ECTS credits:
6
Course Status:
Core/elective
Prerequisites:
Programming Languages, Introduction to Management
Learning outcomes:
After this course the students will know:

1. the fundamentals of intelligent systems architecture, knowledge representation etc.;
2. some non-procedural languages;

3. the IS application and main approaches, used in this field.
Aims & Objectives:
The course aims are:

1. to give the students knowledge in the fundamental issues and architecture of intelligent systems;
2. to introduce the basic approach of knowledge representation, and reasoning; 

3. to systemize students’ knowledge in the field of non-procedural programming languages, decision support systems, and knowledge managed systems.
Syllabus Contents (Main topics):
Fundamental issues in intelligent systems

Architecture of an intelligent system

Knowledge representation and reasoning

Non-procedural programming languages

Decision support systems

Knowledge managed systems

Teaching and Learning Methods:
40% ex cathedra, 60% hands-on
Assessment Procedure:
Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:
Books:

1. Bratko I. Prolog Programming for Artificial Intelligence. Third Edition. Addison-Wesley, 2001.

2. Dean Th., J. Allen, Y. Aloimonos. Artificial Intelligence: Theory and Practice. Addison-Wesley, 1st ed. 1995, ISBN 0805325476. 

3. Luger G.F. and W.A. Stubblefield . Artificial Intelligence: Structures and Strategies for Complex Problem Solving. Addison-Wesley, 4th ed., 2002. ISBN 0201648660. 

4. Nilsson N. J. Artificial Intelligence: A New Synthesis. Morgan Kauffman Publishers, 2nd ed. 1998, ISBN 1558604677. 

5. Peter Jackson. Introduction to Expert Systems. Third Edition. Addison-Wesley, 2001.

6. Poole D., A. Mackworth, R. Goebel. Computational Intelligence: A Logical Approach. Oxford University Press, 1st ed. 1998, ISBN 0195102703.

7. Russel S. J., P. Norvig. Artificial Intelligence. A modern Approach. Pearson Education International, Prentice Hall, 2003. ISBN 0137903952

8. Winston P. H.  Artificial Intelligence. Addison-Wesley, Reading, Massachusetts, 3d ed. 1998, ISBN 0201533774.  

URLs (Web sites)

http://www.pearsoneduc.com/
http://sentosa.sas.ntu.edu.sg:8000/
